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Motivation

➢Most existing self-supervised learning methods are trained only on 
instance-level pretext tasks, leading to representations that may be sub-
optimal for downstream task requiring dense pixel predictions.

➢How to perform self-supervised representation learning at the pixel level is 
a problem that until now has been relatively unexplored.



Background

➢ The SimCLR contrastive Learning Framework

• A stochastic data augmentation module

• A neural network base encoder f(.)

• A small neural network projection head g(.)

• A contrastive loss function L

➢ Loss function for a positive pair of examples(i,j)



Method

 PixContrast Loss
 Pixel Contrast

• i , j : pixels form each of two views
• 𝒙𝒊 , 𝒙𝒋

′ : pixel feature vectors in two views

𝛀𝐩
𝐢 , 𝛀𝐩

𝐢 : sets of pixels in the second 
view assigned as positive and negative 
with respect to pixel i



PixPro

 Pixel Propagation Module(PPM)

where



PixPro

 PixPro Loss 

It encourages consistency between positive
pairs without consideration of negative pairs.
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