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Motivation

The assumption of homophily :adjacent nodes tend to have similar 
features and labels



stacking many GNN layers tends to make nodes’features 
indistinguishable

over-smoothing

Naturally, the deterministic propagation makes each node highly 
dependentbwith its (multi-hop) neighborhoods, leaving the nodes to 
be easily misguided by potential data noise and susceptible to 
adversarial perturbations.

not robust to graph attacks



Graph Random Neural Network



Random remove node vector :

Data Augmentation :

Train model  :



Supervised Loss:

Consistency Regularization Loss:





Experiments








