
Nanjing University of Aeronautics and Astronautics

NeurIPS 2019

Learning Representations for Time Series Clustering



2

Representation Learning

The representation learning of time series aims to learn a function that 
automatically converts the original time series into a vector representation.
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Sequence to sequence (seq2seq) models
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Motivation

The seq2seq model can learn general representations from sequence data in 
an unsupervised manner .

the downstream classification task

fine-tuned

It can significantly improve the performance. This verifies the benefits of a 
task-related representation.



5

Method---DTCR
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Method(1)---Representation Clustering

n time series:

We use Mean Square Error (MSE) as the reconstruction loss:



7

Method(1)---Representation Clustering

a static data matrix:

The minimization of K-means could be reformulated as a trace maximization 
problem associated with the Gram matrix

Spectral relaxation:

is the cluster indicator matrix
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Method(1)---Representation Clustering

The closed-form solution of F is obtained by composing the first k singular vectors of H.

Fixing F, updating H can follow the standard stochastic gradient descent (SGD)
Fixing H, we update F using the closed-form solution to Eq. (5)
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Method(2)---Encoder Classification Task
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Overall Loss Function
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Experimental Results

Data: 36 UCR time series datasets
The Rand Index (RI) :
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Ablation Study
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Visualization Analysis
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The Process of Learning Representations
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Robustness Analysis
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Conclusion



THANKS


