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Introduction

 On-policy learning

Only one policy used throughout the system to both explore and select 
actions. 
sample inefficiency

eg: policy gradient

Two policies, one for exploring and the other for action selection. 

 Off-policy learning

eg: DQN
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Introduction

 Meta-Reinforcement Learning

The agent can leverage varied experiences from previous tasks to adapt 
quickly to the new task at hand.
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Motivation

 Most meta-learning RL systems use on-policy learning. The 
general problem with on-policy learning is sample inefficiency.

Tackle the problem of efficient off-policy meta-reinforcement learning.

Off-policy RL (SAC) is more sample efficient 
than on-policy approaches (PPO) by 1-2 orders 
of magnitude (PPO eventually nears SAC 
performance), figure from Haarnoja et al. 2018.
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Method

Meta-training : learn a probabilistic encoder that accumulates the 
necessary statistics from past experience into the context variables.

Meta-testing : the context variables can be sampled and held constant 
for the duration of an episode, enabling temporally-extended 
exploration.
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The inference network

Meta-training procedure

Method-Context Variable

A task :

Gaussian factors

: latent probabilistic context variable

: one transition in the task

permutation-invariant function of 
prior experience
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Method-Meta-training

Meta-training procedure
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Soft Actor-Critic: Off-Policy Maximum Entropy Deep Reinforcement Learning with a Stochastic Actor



Method-Meta-testing/Adaptation
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Experiments-Sample Efficiency and Performance
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Experiments-Posterior Sampling For Exploration
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Experiments-Ablations

11/23



Experiments-Ablations
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Meta-Q-Learning

ICLR 2020



Contribution

Q-learning is competitive with state-of-
the-art meta-RL algorithms if given 
access to a context variable that is a 
representation of the past trajectory.

 A multi-task objective to maximize the 
average reward across the training tasks 
is an effective method to meta-train RL 
policies.

 Past data from the meta-training replay 
buffer can be recycled to adapt the 
policy on a new task using off-policy 
updates.
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Method-Context Variable

 recurrent context variable

Set    to the hidden state at time   of a Gated Recurrent Unit (GRU) 
model.

depends on                   .

policiespolicies

value functions
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Method-Meta-training
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Method-Meta-training

Objective
TD3

 Analysis

Taylor series expansion & Gradient:

gradient

MAML :
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Method-Meta-testing/Adaptation

 Update the policy using the new data

 Exploits the meta-training replay buffer
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 Effective Sample Size
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Method-Meta-testing/Adaptation
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Experiments
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Experiments
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Experiments-Ablations
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Thanks


