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• Model reuse (also called learning from auxiliary classifiers, hypothesis transfer 
learning) aim at reusing pre-trained models to help related learning tasks.
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• Updating the pre-trained model on the current task, 
like fine-tuning neural networks. 

Existing methods
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• Training a new model with the help of source models, like biased 
regularization. Or select source models properly for prediction.

How to 
rate the 
source 
models?

How to 
learn the 
target 
model?

1. According to the performance 

on the labeled target data 

(TPAMI’14, ML’20)

2. Require additional information 

(e.g., distribution gap) 

(Arxiv’20)

3. Exploit the unlabeled data (e.g., 

the semi-supervised metrics) 

(submit to ICML)

Biased 

regularization 

(popular!) 

Select source 

models for 

prediction 

(Arxiv’20)
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Fast Rates by Transferring 

from Auxiliary Hypotheses

ML’17



• Biased Regularized Least Squares

The method
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where

(Regularized ERM)

Target hypothesis



Theorem
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where

Remark: the excess risk shrinks at a fast rate of O(1/m). In other words, good prior 
knowledge guarantees not only good generalization, but also fast recovery of the 

performance of the best hypothesis in the class.



Learning Categories from Few Examples

with Multi Model Knowledge Transfer

TPAMI’14



Target model
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• Biased Regularized Least Squares SVM

where

(weights of the examples, to 
balance the different classes)



Source model weights
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• The source models are weighted by their LOO error 
on the labeled target data

Proposition :

𝑃, 𝑎′, 𝐴′′ are the quantities that are already 
computed during the training phase.

where



Source model weights
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• Time complexity

𝑁: The number of training examples
J : The number of source models



Experiments
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Dataset: Caltech-256

Setting: leave-one-classout approach, that is considering in turn each class as 
target and all the others as sources.

Compared methods:

starting from the combination of source and target samples, iteratively 
decreases the weights of the source data in order to weaken their 
impact on the learning process

ICDM’07

ICCV’11

ICML’07



Main results
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Handling Concept Drift 

via Model Reuse

ML’20



The method

16

• Setting: data are coming one by one sequentially, and 
there may emerge concept drift in the data stream.

• Framework: when the maximum update period is 
achieved, or the abrupt change is detected, train a new
model with the help with historical models.



Target model
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• Biased Regularized Least Squares SVM

where

=



Source model weights
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• The historical models are weighted by their 
performance on the labeled target data

• Weight update by expert advice



Experiments
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Model Reuse with Reduced 

Kernel Mean Embedding Specification

Arxiv’20



Background
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• Kernel Mean Embeddings（KME）

• Reduced Set Construction

• Summary

Using the distribution difference to weigh the source models. 

Requires to compute and upload the RKME values to represent the 

distributions of source data (will not expose the raw data).



Upload phase
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Deployment phase
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• Task-recurrent assumption

The target task has the same distribution with one of the source task.

• Instance-recurrent assumption

The distribution of the current task is a mixture of solved tasks.

Solution:

Solution: “recover” enough data points from test 
distribution and learn a model selector on them.



Deployment phase
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(12)



Deployment phase
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Experiments
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Dataset: CIFAR-100, 20-newsgroup

Setting: 
• Divide CIFAR-100 into 20 local datasets, each having images from one 

superclass, and build 5-class local neural network classifiers on them.

• For 20-newsgroup, there are 5 superclasses {comp, rec, sci, talk, misc} 
and each is considered a local dataset for training local models in the 
upload phase.

Compared methods:

MAX

simply uses all the pre-trained models to predict one test instance, 
and takes out the most confident predicted class.

HMR (ICML19)
HMR incorporates a communication protocol which exchanges several 
selected key examples to update models.



Experiments
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a global 

model trained 

on merged 

data.



Inductive Model Reuse 

via Synergistic Training

Submit to 
ICML’21

Anonymous



Problem setting
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• Source tasks may have different label spaces. 
But all the tasks are sampled from the common 
space

• Train one-class classifiers for each class. (for all 
source models)

• Properly select 𝑀𝑙 source models for prediction, 
rather than training a new one.



Heuristic criteria
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• Class-wise margin:

k-th source task of  j-th class

• Instance-wise margin:

where



Learned criteria
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If a model c is reusable on task t, the distance between their 

embeddings should be small.



Experiments
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In-Task-In-Model (ITIM) : both the testing-stage label space and the models are the same to the training stage.



Conclusion
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• Model reuse methods use different criteria to evaluate the 

reusability of source models on the target tasks. E.g., exploit 

the labeled target data, compare the distribution gap, etc. 

• Many of the existing work learn a target model with the 

biased regularization due to its theoretical properties. While 

the others try to select eligible source models to predict 

the target data.



Discussion
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• Extend the model reuse framework to semi-

supervised learning

• Extend the model reuse to active learning. 
Motivation: When the initial labeled data is limited, the target model is unreliable. 

Incorporate the source models may reduce the model uncertainty, and lead to 

better data selection & model learning.

+ 𝑆𝑆𝐿_𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑒𝑟

Shall we design an unified objective for target model learning, 

source model reweighting and data selection?


