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Outline

• Contribution

➢propose Multiple Instance Active Object Detection (MI-AOD)

➢design instance uncertainty learning (IUL) and instance uncertainty re-
weighting (IUR) modules.

➢ apply MI-AOD to object detection on commonly used datasets.

• Experiment Performance

• Ablation Study

• Model Analysis



MI-AOD

How to evaluate the uncertainty of the unlabeled instances using 
the detectortrained on the labeled set.

how to precisely estimate the image uncertainty while filtering 
out noisy instances.

Instance Uncertainty Learning，IUL

Instance Uncertainty Re-weighting，IUR



Instance Uncertainty Learning

g denote the feature extractor 
parameterized by θg

Focal loss

Smooth L1 loss

the ground-truth class label

bounding box label

(b) Maximizing Instance Uncertainty

prediction discrepancy loss

(c) Minimizing Instance Uncertainty.

*Using the RetinaNet as the baseline 
construct a detector 

（a）Label Set Training. 



Instance Uncertainty Re-weighting

image classification loss

Maximizing Instance Uncertainty

Minimizing Instance Uncertainty.

where            is a binarization function. When a > b, it 
returns 1; otherwise 0.



Experiment

Performance



Ablation Study



Ablation Study

MI-AOD has the best performance when λ is set to 0.5 and k is set to 
10k (for ∼100k instances/anchorsineachimage). 

MI-AOD costs less time at early cycles than CDAL.



Model Analysis

Visualization Analysis. 

Statistical Analysis. 

MI-AOD approach can activate true positive objects better 
while filtering out interfering instancesIUR leverages the image classification scores to re-weight 

instances towards accurate instance uncertainty prediction. 


