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Motivation

➢A neural network demands a large amount of class-specific 

labels for learning a discriminative model, this type of 

labeling can be expensive to collect.

➢Pairwise similarity between examples, which is a weaker 

form of annotation, is easily to collect.



Meta classification learning



Meta classification learning

➢ Graphical representation for meta classification task

➢ likelihood 𝑃 𝑆 𝑌 = ෑ
𝑖,𝑗
𝑝(𝑆𝑖𝑗|𝑌𝑖 , 𝑌𝑗)

𝐿 θ; 𝑋, 𝑌, 𝑆 = 𝑃 𝑋, 𝑌, 𝑆; θ = 𝑃 𝑆 𝑌 𝑃 𝑌 𝑋; θ 𝑃(𝑋)

Additional independences:



Meta classification learning

➢Compute the likelihood

➢Loss Function
Function g :the probability of having 
the same class label:

መ𝑆𝑖,𝑗: 𝑡ℎ𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦



Learning paradigms

Similarity 

prediction 

network



Experiment

KCL:KLD-based Contrastive Loss(KCL)

➢ Cost between a similar pair:

➢ Cost between a dissimilar pair:

➢ Total contrastive loss(KCL):



Supervised learning with weak labels 



Unsupervised cross-task transfer learning



Semi-supervised learning
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