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Wide ResNet-28-2 for CIFAR-10 and SVHN
WRN-28-8 for CIFAR-100 WRN-37-2 for STL-10
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2019_arXiv_Distribution Density, Tails, and Outliers in Machine Learning:Metrics and Applications

 Adversarial Robustness

Examples that well represent the dataset should be more adversarially 
robust.

 Holdout Retraining

A model should treat a well-represented example the same regardless of
whether or not it is used in the training process.

 Ensemble Agreement

 Model Confidence

 Privacy-preserving Training
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Related Work for SSL

 Entropy Minimization
Require that the classifier output low-entropy predictions on unlabeled
data.

A classifier should output the same class distribution for an unlabeled 
example even after it has been augmented.

 Consistency Regularization

 Traditional Regularization
1. Penalize the L2 norm of the model parameters.
2. MixUp
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MixMatch

 Data Augmentation

 Label Guessing

MixUp

Mix both labeled examples and unlabeled examples with label guesses.
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 Loss Function

 Hyperparameters
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ReMixMatch: Semi-Supervised Learning with 
Distribution Alignment and Augmentation Anchoring

ArXiv 2020



ReMixMatch-Distribution Alignment

Enforces the aggregate of predictions on unlabeled data matches the 
distribution of the provided labeled data.

 Input-Output Mutual Information

A good classifier’s prediction should depend as much as possible on
the input.

 Distribution Alignment

The moving average of the model’s predictions on 
unlabeled examples over the last 128 batches.
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ReMixMatch- Improved Consistency Regularization

 Augmentation Anchoring

Enforces the aggregate of predictions on unlabeled data matches the 
distribution of the provided labeled data.
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ReMixMatch

 Loss Function

 Hyperparameters
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ReMixMatch-Experiment

Model: Wide ResNet-28-2
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FixMatch

 Pseudo-labeling

one-hot

 Loss Function weakly augment

strongly augment
RandAugment
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FixMatch-Experiment

Wide ResNet-28-2 for CIFAR-10 and SVHN
WRN-28-8 for CIFAR-100 WRN-37-2 for STL-10

19/21



FixMatch-Experiment

20/21



Thanks


