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« Most domain adaptation approaches try to find a feature space such that the
confusion between source and target distributions in that space is maximum
(domain confusion).
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1] Unsupervised domain adaptation (UDA) algorithms do not need any
target data labels, but they require large amounts of target training

samples, which may not always be available.

Fd Supervised domain adaptation (SDA) algorithms do require labeled

target data, and because labeling information is available, for the same
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quantity of target data, SDA outperforms UDA.

B weaim at handling cases where there is only one target

labeled sample, and there can even be some classes with no target samples at all.
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Figure 1: Examples from MNIST [32] and SVHN [40] of grouped sample pairs. G; is composed
of samples of the same class from the source dataset in this case MNIST. G5 is composed of samples
of the same class, but one is from the source dataset and the other is from the target dataset. In G3
the samples in each pair are from the source dataset but with differing class labels. Finally, pairs in
G4 are composed of samples from the target and source datasets with differing class labels.
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« If g.and g, are able to embed source and target samples, respectively, to a
domain invariant space, it is safe to assume from the feature to the label space
that A, = h, = h.
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Figure 2: Few-shot adversarial domain adaptation. For simplicity we show our networks in the
case of weight sharing (gs = g+ = ¢). (a) In the first step, we initialized g and /h using the source
samples D;. (b) We freeze ¢g and train a DCD. The picture shows a pair from the second group G-
when the samples come from two different distributions but the same class label. (¢) We freeze the
DCD and update g and h.

Lo(f) = EE(f(X°),Y)], (1
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Algﬂrlthm 1 FADA algorithm

S0 ~1T =l ba —

Train g and h on D, using (L.
Uniformly sample G1.G3 from D xD..
Uniformly sample G2,G4 from DxD;.

Train DCD w.r.t. g; = g = g using (3).

while not convergent do
Update g and h by minimizing (3).
Update DCD by minimizing (3).
end while
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Table 1: MNIST-USPS-SVHN datasets. Classification accuracy for domain adaptation over the
MNIST, USPS, and SVHN datasets. M, U, and S stand for MNIST, USPS, and SVHN domain.

m
LB is our base model without adaptation. FT and FADA stand for fine-tuning and our method, X
respectively. T
Traditional UDA Adversarial UDA (]
LE (L6 0l [14.5]] (L5l (331 [=9]] (14 =] SDA 1 2 3 4 5 6 7 -
FT 823 849 857 865 872 884 886 =
M—U 654 478 607 918 912 894 925 (381 850 89.0 90.1 914 924 93.0 929 3
FADA  89.1 913 919 933 934 940 94.4 >
FT 726 7182 810 831 834 83.6 840
U—M 586 631 673 737 891 901 908 (3] 784 822 858 861 888 89.6 894 >
FADA 811 842 875 899 911 912 915 g
- FT 655 68.6 7107 733 745 746 154 @
=MoL - - 820 760 - 84T oapa 728 818 826 850 860 86.8 87.2
. FT 297 31.2 361 3067 38.1 383 391
M=S 203 - - b © %% papn 377 405 429 463 461 468 47.0
- FT 694 718 7143 762 781 779 7189
S—u 660 - ‘ ‘ ‘ ‘  FADA_ 783 832 852 857 862 871 815
FT 199 22.2 228 246 254 254 256
U—=S 153 - - . . i :

FADE 275 298 345 360 379 41.3 429




Table 2: Office dataset. Classification accuracy for domain adaptation over the 31 categories of
the Office dataset. A, VW, and D stand for Amazon, Webcam, and DSLR domain. LB is our base
model without adaptation. Since we do not train any convolutional layers and only use pre-computed

DeCaF-fc7 features as input, we expect a more challenging task compared to [58,27].
Supervised Methods

Unsupervised Methods

LB [[60l) [34] [[L5]) [[58]) [27]) (38l FADA
A=W 612109 618+04 685+04 687+03 827+08 845+1.7 88.2+1.0 83.1+1.2
A—=D 623+£08 644+03 670+£04 67.1+£03 86.1+12 863+08 89.0+12 882+1.0
WA 516£09 522404 53103 5409+£05 650£05 65717 72110 71.1=09
W—-=D 956+07 985+04 99.0+02 990+0.2 976+02 9754+07 976+04 975+06
D—+A 585+08 521+08 540+£04 560+05 662+03 665+1.0 71.8+0.5 68.1+06
D—-W B80.1£06 950+£05 960£+£03 964+03 957£05 95506 96408 96.4+038
Average 68.2 70.6 72.9 713.6 82.2 82.6 85.8 84.9
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Figure 3: MNIST-USPS-SVHN summary. The lower bar of each column represents the LB as
reported in Table [l for the corresponding domain pair. The middle bar is the improvement of fine-
tuning F'T the base model using the available target data reported in Table |1l The top bar is the
improvement of FADA over F'T, also reported in Table[1]



THANKS FOR WATCHING




