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• Most domain adaptation approaches try to find a feature space such that the 
confusion between source and target distributions in that space is maximum 
(domain confusion).
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• By training against the discriminantor, the feature 
extractor alines the source domain and target 
domain data distribution in the feature space.
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Unsupervised domain adaptation (UDA) algorithms do not need any 

target data labels, but they require large amounts of target training 

samples, which may not always be available.

Supervised domain adaptation (SDA) algorithms do require labeled 

target data, and because labeling information is available, for the same 

quantity of target data, SDA outperforms UDA. 

We aim at handling cases where there is only one target

labeled sample, and there can even be some classes with no target samples at all.
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• If gs and gt are able to embed source and target samples, respectively, to a 
domain invariant space, it is safe to assume from the feature to the label space 
that ht  = hs  = h. 
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THANKS FOR WATCHING


