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Outline

• analysis

➢ attention-based token mixer module contributes most to their 
competence. 

➢They can be replaced by spatial MLPs and the resulted models still 
perform quite well. 

➢ replace the attention module in transformers with an embarrassingly 
simple spatial pooling operator to conduct only the most basic token 
mixing.  

• MetaFormer

• Experiments
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ImageNet Classification

Dataset：ImageNet-1k



Object Detection and instance Segmentation

Dataset：COCO Dataset：ADE20KObject Detection
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Ablation Studies


