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Federated Learning

FedAvg: One of the standard and most widely used algorithm for federated learning.
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Motivation

A key challenge in federated learning is to handle 
the heterogeneity of local data distribution across 
parties.

Existing methods failed to achieve high performance 
in image datasets with deep learning models.

MOON (model-contrastive learning) is proposed.

MOON is based on an intuitive idea: the model 
trained on the whole dataset is able to extract a 
better feature representation than the model 
trained on a skewed subset.



Method

MOON:
✓ Decreasing the distance between the representation learned by the local 

model and the representation learned by the global model;
✓ Increasing the distance between the representation learned by the local 

model and the representation learned by the previous local model.
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Method

Mix-Up:

• Given two natural images 𝑥𝑖 and 𝑥𝑗 , mix-up generates multiple synthetic images by 

a convex combination of the two with different coefficients,

• where the coefficient λ ∈ [0, 1]. Note that this notation also includes the original 

unlabeled data 𝑥𝑖 and 𝑥𝑗 when λ = 1 and λ = 0, respectively.
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Method

Decomposing model parameters 𝜃 into two variables, 𝜎 for supervised 

learning and 𝜑 for unsupervised learning, such that 𝜃 = 𝜎 + 𝜑.

Stage 1: Performing standard supervised learning on 𝜎, while keeping 𝜑 fixed.

Stage 2: Performing unsupervised learning conversely on 𝜑, while keeping 𝜎 fixed.
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