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Curriculum Learning (CL)
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human 
learning

machine 
learning

Curriculum: the learning order of the examples (e.g., from easy to hard)



Contributions
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• Train over 25,000 models over 4 datasets (i.e., 

CIFAR10/100, FOOD101, and FOOD101N) to better understand CL

✓ Implicit Curricula: examples are learned is consistent 

across runs, similar training methods, and similar architectures.

✓ Effectiveness: 

◼ Almost no improvement in the standard setting. 

◼ Effective with limited training time.

◼ Effective under the noisy regime.



Implicit Curricula
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• Learned iteration:  the epoch for which the model correctly 

predicts the sample for that and all subsequent epochs.

Images are learned in a similar order for similar architectures and training methods,

which implies the difficulty of a given image is less model-dependent.

142 different models

Examples in CIFAR-10



Effectiveness
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✓ Scoring Functions

◼ Loss function. 

◼ Learned epoch/iteration.

◼ Estimated c-score.

✓ Pacing Functions

✓ The Order:

◼ Curriculum or anti-curriculum or random



Standard setting
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PACING FUNCTIONS GIVE MARGINAL BENEFIT, CURRICULA GIVE NONE

• Train a ResNet-50 model for 100 epoch (expected to be converged)

• 540 configs (180 different pacing func. x 3 orders), each one is 

repeated for 3 times with different seeds.



Limited time setting
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• Train a ResNet-50 model for 1/5/50 epochs



Noisy setting
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• Train a ResNet-50 model for 100 epochs



Large datasets
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• FOOD101 and FOOD101N datasets, which contain 75,000 and 310,000 
examples, respectively.

✓ Similar phenomena are observed



Discussion
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Images are learned in a similar order for similar architectures and training methods,

which implies the difficulty of a given image is less model-dependent.

implies

Although the training instances are fed to the model with different orders, 
they may be learned by the model in a consistent order if there are enough 

training epochs.
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