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The problem of the long-tailed distribution of the categories is a great 
challenge to the learning of object detection models, especially for the 
rare categories. So the rare categories can be easily overwhelmed by 
the majority categories during training and are inclined to be predicted 
as negatives. Thus the conventional object detectors trained on such an 
extremely unbalanced dataset suffer a great decline.
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Each positive sample of one category can be seen as a 

negative sample for other categories, making the tail 

categories receive more discouraging gradients.
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Softmax cross-entropy loss

sigmoid cross-entropy loss

The derivative of the            and          with respect to network’s 
output z in sigmoid cross entropy 
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Equalization loss

Tail Ratio

In summary, there are two particular designs in equalization 
loss function: 

1) We ignore the discouraging gradients of negative samples for 
rare categories whose quantity frequency is under a threshold.

2) We do not ignore the gradients of background samples. If all
the negative samples for the rare categories are ignored, there 
will be no negative samples for them during training, and the
learned model will predict a large number of false positives.

E(r) outputs 1 when r is a foreground region proposal and 
0 when it belongs to background
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Softmax equalization loss (SEQL) 
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Extend to Image Classification

Softmax equalization loss (SEQL) 
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1st place in the LVIS Challenge 
2019/2020
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Frequency Threshold λ:
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Frequen Threshold 
Function Tλ(f):

Exponential decay

Gompertz decay

a= 400 and n= 2

a= 1, b= 80, c= 3000
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E(r):
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Experiments on Open Images 
Detection

Experiments on Image 
Classification
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Adaptive Class Suppression loss (ACSL)
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Adaptive Class Suppression Loss

Advantages: ACSL takes the network learning status into consideration.

ACSL works in a more fine-grained sample level.

ACSL does not depend on the class distribution.
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Moreover, the utilization of ACSL is not limited to a certain type of detector.



Experiments on Open Images
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Objects in Open Images have multiple labels, we train the 
models under multiple label setting. 



Ablation Study

24



Conclusion

25

1.
We propose a new statistic-free perspective to un-
derstand the long-tail distribution, thus significantly
avoiding the dilemma of manual hard division.

2.
We present a novel adaptive class suppression loss
(ACSL) that can effectively prevent the training incon-
sistency of adjacent categories and improve the dis-
criminative power of rare categories.

3.
We conduct comprehensive experiments on long-tail
object detection datasets L VIS and Open Images.
ACSL achieves 5.18% and 5.2% improvements with
ResNet50-FPN on L VIS and OpenImages respectively,
which validates its effectiveness.



Other LOSS
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The 𝑺𝒊𝒋 is obtained by multiplying the 𝑴𝒊𝒋 of 

the mitigation factor and the compensation 
factor 𝑪𝒊𝒋.
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