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• Partial label learning vs. ordinary supervised learning
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Partial Label Learning

Ordinary supervised learning
(only one ground-truth label)

Partial label learning
(a candidate label set, among 
which only one label is valid)

instance label instance label

label

label

candidate label set

……



• Multi-modal large-scale image annotation
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Partial Label Learning: Applications

Candidate set

(accurate one in black)
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• Crowdsourcing labeling
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Partial Label Learning: Applications

Annotator 1: Horse  
Annotator 2: Donkey
Annotator 3: Mule

Candidate set

(accurate one in black)

Horse   Donkey  Mule



• Learning from partial labels

• Learning a classifier from the candidate set 𝑌𝑖

• Solution: disambiguation: 

◦ Recover the ground-truth confidence 𝑠 from 𝑌𝑖
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Partial Label Learning Framework

instance label

label

label

……

✓ Each instance is associated 
with multiple candidate labels

✓ Only one of the candidate 
label is the unknown ground-
truth label



• Regularization term

◦ Entropy regularizer:                                            

◦ Smooth assumption:

◦ Self training: 

• Noisy label identification
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Existing Disambiguating Strategies

Candidate set

(accurate one in black)

building  

flower       cat
people

Noisy label 
identifier

[AAAI’20]

[AAAI’18]

[ICML’20]



• Contrastive label disambiguation
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The PiCO Framework

Contrastive representation 
learning

Prototype-based label 
disambiguation



• Supervised contrastive learning
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The PiCO Framework (cont.)

Self-Supervised contrastive loss: Supervised contrastive loss:



• Contrastive representation learning

◦ Positive set selection:

◦ The contrastive loss:

◦ The overall loss: 
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The PiCO Framework (cont.)



• Prototype-based label disambiguation

◦ Pseudo target updating:

◦ Prototype updating
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The PiCO Framework (cont.)



• PiCO achieves SOTA results
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Experiments



• PiCO learns more distinguishable representations
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Experiments



• Effective of contrastive loss and label disambiguation
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Experiments



• Smooth assumption

◦ Single-label

◦ Multi-Label
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Discussion
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dissimilar

Label-wise 
representation

Similar



• Global Average Pooling (GAP)
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Discussion
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