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Motivation

weakly supervised object detection (WSOD):  utilize large data with weak 
annotations, such as image labels, points.

semi-supervised object detection (SSOD): learn detectors with a small amount
of box-level labeled images and large unlabeled images. pseudo labels

consistency 



Motivation

When pseudo annotations are noisy with some false information, detection 
models are also able to learn to fit them. This fitting ability to incorrect 
annotations surpasses the representative learning for correct ones.

VOC 2007 trainval as labeled set
VOC 2012 trainval as unlabeled set

label noise overfitting problem



Label Noise Overfitting Problem

image level

region level

the model over-focuses on difficult images with 
more noise and ignores easy images

some regions are similar to some existing objects 
but they are not highly overlapped with any 
positive instances.

Image Uncertainty Guided Selection

Region Uncertainty Guided RoI Re-weighting



Image Uncertainty Guided Selection

The average of all bounding boxes’scores inside an image measures the certainty 
degree of all annotations.

the detected objects in image(i.e.pseudo labels):

Images with a small sm are regarded as difficult ones and are filtered out in the first 
several phases.



Region Uncertainty Guided RoI Re-weighting

The strategy discovers uncertain regions and reduces their gradients by down-
weighting to facilitate more accurate and certain regions standing out.

overlap based uncertainty

[1] Soft Sampling for Robust Object Detection

Gompertz function:

𝑦 𝑡 = 𝑎𝑒−𝑏𝑒
−𝑐𝑡

[1]



Region Uncertainty Guided RoI Re-weighting

similarity based uncertainty

ultimate uncertainty based weights 

overlap similarity

overlap

similarity

Intersection over 
foreground



Multi-Phase Learning



Uncertainty Guided Multi-phase Learning

Faster R-CNN



Experiments

dataset:  PASCAL VOC,  MSCOCO

one-stage

two-
stage



Ablation Study

We perform ablation study on 
PASCAL VOC to analyze the 
impacts of 1) multi-phase 
learning, 2) RoI Re-weighting 
strategy , 3) model ensembling 
during inference.



Ablation Study

RoI Re-weighting Analysis Model Divergence Analysis



Discussion

More data do not necessarily lead to better 
performance for SSOD.

two-phase learning is a good choice in 
practice



Thank you


