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Four high-level steps

Map the images in the target 𝑆𝑡 and source 𝑆𝑠 set into the deep 
feature representation through the pre-trained (VGG-19) conv-net.

 Compute the mean feature values for each set of images, ത𝜙𝑡 and ത𝜙𝑠, 
and define their differences as the attribute vector.

𝑤 = ത𝜙𝑡 − ത𝜙𝑠

Map the test image 𝑥 to a point 𝜙(𝑥) in the deep feature space and 
move it along the attribute vector 𝑤, resulting in 𝜙 𝑥 + 𝑎w.

 Reconstruct the transformed output image 𝑧 by solving the reverse 
mapping into pixel space.

𝜙 𝑧 = 𝜙 𝑥 + 𝑎𝑤



Detail

 Selecting 𝑆𝑡 and 𝑆𝑠.

 Deep feature mapping.
• VGG19 pre-trained on ILSVRC2012, which has proven to be effective at artistic 

style transfer.
• Pick the first layer from the last three regions, conv3_1, conv4_1 and conv5_1.

 Reverse mapping.

These neighbors can be selected in two ways. 
The attribute labels are (un)available.
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Traditional data augmentation

 Traditional data augmentation is an effective technique to alleviate the 
overfitting problem in training deep networks.



Traditional VS. Semantic data augmentation



Data augmentation by GAN 数据少->GAN难训练->扩增效果差

数据多->GAN训练好->扩增难以提供效果



Idea



Motivation

 卷积网络一个有趣的性质：由于我们用线性分类器约束网络输出，深度网络的特征往往是线性化的，输入空间中不
同样本之间复杂的语义关系倾向于表现为其对应深度特征之间的简单线性关系。换言之，深度特征空间中的一些方
向是对应特定语义变换的。



Method

 Human annotation X
• Huge annotation cost.
• It is difficult to pre-define all possible semantic 

transformations for each class.

 Random sampling X
• Sampling totally at random will yield many 

meaningless semantic directions.



Methods – Semantic Directions Sampling

 Each category of samples has its own distribution. In fact, this data distribution implies the potential 
semantic direction. “Bird” has a large variance in the direction of “flying”, while variance in the direction of 
“getting old” is almost 0.

Like PCA

对某一类样本的深度特征在其
最大方差方向上进行PCA降维，
得到的是其语义信息的补全。



Methods – Semantic Directions Sampling

 通过统计每一类别的类内协方差矩阵，为每一类别构建了一个零均值的高斯分布，进而从中采样出有
意义的语义变换方向，用于各自类别内的数据扩增。
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BigGAN
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