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Motivation

In many environments only a tiny subset of all states yield high reward. 
We may want to preferentially train on those high-reward states and the 
probable trajectories leading to them.

sample efficiency
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Producing Intended High Value States

Method 1

Rely on picking the most valuable states stored in the replay buffer     .

Method 2

Goal GAN[1]:  goal states    are produced via a Generative Adversarial 
Network.

[1] Florensa C, Held D, Geng X, et al. Automatic goal generation for reinforcement learning agents[C]//International 
conference on machine learning. PMLR, 2018: 1515-1528.

(off-policy method)

reward

(on-policy method)
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Generating Recall Traces

 Backtracking Model

Predict the preceding states that terminate at a given high-reward 
state.

Start from a high value state (or one that is estimated to have high 
value), predict and sample which (state,action)-tuples may have led to 
that high value state.

Recall Traces

use these traces to improve a policy.
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Generating Recall Traces

 Backtracking Model

 Generating Recall Traces

backward policy

state generatorfor training stability 
with continuous-valued 
states
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Improving The Policy From The Recall Traces
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Improving The Policy From The Recall Traces

RL Training

Backtracking Model Training

Imitation Learning
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Generating Recall Traces



Variational Interpretation

 Variational Inference (RL Model:    , Backtracking Model:    )
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Variational Interpretation

 EM Algorithm (RL Model:    , Backtracking Model:    )
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Variational Interpretation

 EM Algorithm (RL Model:    , Backtracking Model:    )
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Experiments : Access To True Backtracking Model
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Experiments : Comparison With Prioritized Experience Replay (PER)
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Experiments : Learning Backtracking Model
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Discussion

 Corrected Augmentation for Trajectories (CAT)[2]

[2] Antotsiou D, Ciliberto C, Kim T K. Adversarial Imitation Learning with Trajectorial Augmentation and Correction[J]. 
arXiv preprint arXiv:2103.13887, 2021.
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Discussion

 Noise Network

Noise Network

Expert dataset

Discriminator

reward

HalfCheetah-v2
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initial state

expert trajectory

terminal state
head

middle

tail

Discussion

 Backward Dynamic Model (BDM)

BDM

Expert dataset

Discriminator

reward
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Thanks


