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background

• sample efficiency

• safety-critical systems

• difficult to sample

Problems Online RL

Growing Batch RL

Batch RLAlgorithm



batch RL

fig1: batch RL设定图



growing batch RL

Fig2: growing batch RL设定图



compare

Difference between batch rl and imitation learning

• Batch RL based on the standard off-policy algorithm, usually needs to be optimized 

through bellman equation or TD; and imitation learning is not required.

• Requirements for the data set: very high-quality data sets  or sub-optimal;

• Reward: consider rewards or no reward; 

• Imitation learning usually need to label the dataset according to the labels of experts

and non-experts; this problem does not need to be considered in Batch RL.
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Main Contributions

• Propose a notion named upper envelope of the data, try to make the best possible 
estimate of V* using only the limited information in the batch dataset.

• Propose a method of selecting the best state-action pairs, then train a policy with 
IL using the selected state-action pairs. Combines both V-learning and IL.

• Conduct experiment on MuJoCo benchmark to demonstrate the superiority. 



Best-Action Imitation Learning

BAIL algorithm provide state-of-the-art performance on simulated robotic locomotion 
tasks, also fast and algorithmically simple.

• First, try to make the best possible estimate of V(s) using only the limited 
information in the batch dataset. 

• Then select state-action pairs from the dataset, whose associated returns G(s, a) 
are close to V(s).

• Finally, train a policy with Imitation Learning using the selected state-action pairs. 

Thus, BAIL combines both V-learning and IL. 



Upper envelope of the data

Assumption:
• data in the batch was generated in an episodic fashion.
• data in the batch is ordered accordingly.

For each data point {1,..., }, we calculate the Monte Carlo return  as the sum of 

the discounted rewards from state  to the end of the episode as 
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Upper envelope of the data

• When 𝜆 is very small, the upper envelope aims to interpolate the data.

• When 𝜆 is large, the upper envelope approaches a constant going through 

the data point with the highest return.



Upper envelope of the data



Select the best actions

Two approaches for selecting the best actions

• BAIL-ratio, for a fixed 𝑥 > 0, choose all 𝑠𝑖 , 𝑎𝑖 pairs from the batch data 
such that:

• BAIL-difference, for a fixed 𝑥 > 0, choose all 𝑠𝑖 , 𝑎𝑖 pairs from the batch 
data such that:



Augmented and oracle returns

The problem:

• For data points appearing near the beginning of the episode, the finite-
horizon return will closely approximate the (idealized) infinite-horizon 
return due to discounting; 

• For a data point near the end of an episode, the finite horizon return can be 
inaccurate and should be augmented.



Pseudo-Code of BAIL



Pseudo-Code of Progressive BAIL



Experiment
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