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Problem Statement

* Visually similar classes often produce low-confidence predictions

* FixMatch (Confidence Filtering) -> Class Imbalanced
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Figure 7: The most confused images for the 4 most visually similar classes|of Mini-ImageNet (left) and CIFAR-100 (right).
The caption next to each image group denotes the true class to which the image group belongs.
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* Visually similar classes often produce low-confidence predictions
e This leads to class imbalance among the pseudo-labeled instances which potentially misguides SSL training.




Method

Class scores Te Group scores T

Label Group

""""""" Grouping TTTTTTT T
Embedding motorbike l -
Space (\‘. .:::, bicycle cat z::ur plane dog ::{:'I:ik:at plane dog
bicycle ™% ® . -
7 plane CosineSim :

Semantic
%M‘ dog Pseudo-labe«l

Class : - . 1
Embeddings Semantic Semantic =
Head | . Loss S,
Weak augmentation g
= ——2
A ' Y —
= Backbone OneHot f Xentropy | 2
. Network . Head | Loss ?

= Class sc-ores T
Strong augmehtation Q

OneHot

Pseudo label Pseudo-label

Thre3h0|d bicycle cat motor plane dog
bike

FixMatch

Figure 1: A conceptual diagram of our co-training solution
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Figure 3: Unsupervised loss for the Semantic Classifier - A weakly augmented image is used (upper path) to obtain a predicted
embedding, which is then used to obtain class scores. The class scores are summed for each label group (as identified by our
grouping method) to obtain group scores. If one of the group scores exceeds the threshold, it is retained for pseduo-labeling.
The pseudo-label is then calculated as an average of the group members embeddings weighted by their class scores. The loss
is then enforced against the predicted embedding for a strongly augmented image (lower path).




Where M From

* Knowledge graph embeddings

* Using Class Attributes Annotations
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Results

Table 1: Error rates for CIFAR-10, CIFAR-100 and Mini-ImageNet. We report results for two different values of u - i.e.
ratio between unlabeled and labeled data in a mini-batch, for our method and FixMatch. { denotes that the results reported
are using the same codebase. * denotes that the result is based on using CNN-13 model. We report the mean and standard
deviation across 3 different splits of labeled data for each experiment.

CIFAR-10 CIFAR-100 Mini-ImageNet

Total Labelled Samples 250 4000 2500 4000 10000 1000 4000 10000
Pseudo-labeling [19] 49.784+0.43 16.09+0.28 . - - - - -
Mean teacher [34] 32.3242.30 9.1940.19 - - - - 72.51+£022 57.55+1.11
UDA [47] 8.824+1.08 4.88+0.18 33.13+0.22 - 24.5040.25 - - -
Label Propagation [14] : 12.69+0.29* - - - - 70.29+0.81 57.58+1.47
PLCB [1] 24.814+5.35  6.2840.30 - 37.55+1.09" 32.15£0.50 - 56.49+£0.51 46.08+0.11
MixMatch' [3] 11.29+0.75 6.24+0.07 39.70+0.27 - 28.594+0.31 60.97+£0.31 49.79+0.11 44.2740.23
FixMatch' (= 3) [31] 5.78+£0.23  4.5240.01 38.45+0.51 32.2240.21 28.4240.09 66.23£1.13 59.73+545 44.6610.12
FixMatch' (1 = 7) 4.55+0.12 4.4940.05 33.64+0.07 31.274+1.30 26.1340.18 60.97£0.31 49.79+0.11 44.2740.23
Ours (SemCo)' (y1 = 3) 5.87+£0.31  4.4340.01 33.80+£0.57 29.40+0.18 25.0740.04 55.35+0.71 46.01+£0.93 41.25+0.76
Ours (SemCo)' (y1 = 7) 5.12+£0.27  3.80+0.08 31.93+0.01 28.61+0.23 24.45-+0.12 59.35+0.23 49.46+£2.20 42.78+0.35
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Figure 2: Confidence-based pseudo-labeling comparison between the baseline (left) and our method (right). Accuracy values
show how much, on average, pseudo-labels for a given class match the true label, while Ratio values show the percentage of
samples of a given class which are retained for pseudo-labeling (i.e. with confidence score above the threshold). The two
metrics are calculated for the 4 most (red) and least (green) visually similar classes over the first 10 epochs of training.
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Figure 6: CIFAR-100 confidence-based pseudo-labeling comparison between the baseline (left) and our method (right).
Accuracy values show how much, on average, pseudo-labels for a given class match the true label, while Ratio values show
the percentage of samples of a given class which are retained for pseudo-labeling (i.e. with confidence score above the
threshold). The two metrics are calculated for the 4 most (red) and least (green) visually similar classes over the first 10

epochs of training.




Results

Table 2: Error rates on CUB-200 dataset and DomainNet
Real. Errors are reported based on 1 split for each of the
amounts of labeled data. Poor baseline results are omitted.

CUB-200 Total Labeled Samples
Method 1000 2000
Supervised baseline - 70.11
FixMatch 84.35 72.15
Ours (SemCo) 79.44 66.76
DomainNet Real Total Labeled Samples
Method 6900 10350
Supervised baseline 47.9 45.2
FixMatch 41.34 39.04
Ours (SemCo) 35.32 32.89
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Figure 4: Experimental analysis plots showing: (a,b): Convergence trends of our method and the baseline for CIFAR-100 (a)
and Mini-ImageNet (b) with 1000 labeled examples. (c,d): Co-training analysis plots showing the disagreements between our

two classifiers for visually similar and distinct classes (¢) and the associated pseudo-labeling accuracies (d). The co-training
plots are spanning only the first 10 epochs of training.




Results

Table 3: Error Rates for different settings of Co-training and
Label Grouping

Mini-ImageNet CIFAR-100

1000 2500
Label Grouping Co-training Error Rate
v v 55.35 31.93
- v 59.60 33.09
v - 60.39 33.19
- - 62.16 34.25

Table 4: Error Rates when using Embedding Targets versus
One-Hot Targets for our Semantic Classifier, reported on
CIFAR-100 and Mini-ImageNet

Embeddings Target One-Hot Target
CIFAR-100 (2500) 31.93 33.33
Mini-ImageNet (1000) 55.35 60.33




