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Knowledge Distillation

Goal: transfer knowledge from a large model to a small model for 

model compression and acceleration.
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Knowledge Distillation

Soft targets are the probabilities that the input belongs to the classes and can be estimated 

by a softmax function as:

where 𝑧𝑖 is the logit for the 𝑖-th class, and a temperature factor 𝑇 is introduced to control the 

importance of each soft target.



Active Learning
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Motivation

Lane detection is a key task for autonomous driving vehicles.

✓ Rely on a huge amount of annotated images.

✓ Existing active learning methods perform poorly for lane detection.

• Entropy-based active learning encourage to select images with very few lanes or 

even no lane at all.

• Existing methods are not aware of the noise of lane annotations, which is caused 

by heavy occlusion and unclear lane marks.



Method



Method-Uncertainty

For unsuitable entropy metric: 

✓ Using prediction gap as the basic estimation of uncertainty.

The prediction gap between two models:
• Given an image p and two models M1and M2, denote the sets of their predicted 

lanes as M1(p) and M2(p), respectively. For each lane l1 ∈ M1(p), we find its 

closest lane in M2(p) with:

• The distance Dist() between two lanes is calculated as the segment-wise 

Euclidean distance. Then the prediction gap between M1 and M2 is defined as:



Method-Uncertainty

For label noise:

✓ Useful knowledge can be transferred from the teacher to the student, but label 

noise is difficult to transfer. (a large prediction gap on label noise images)

✓ However, a large prediction gap does not necessarily indicate high label noise. 

There can be knowledge, i.e., label with no noise, which is naturally difficult for 

the student to learn. (train another student model without teacher)



Method-Uncertainty

We now have three trained models, the student 𝑀𝑆, the distilled student 𝑀𝑆−𝐾𝐷, and 

the teacher 𝑀𝑇. To model the uncertainty, we calculate the gap 𝐷𝑆𝑆 between 𝑀𝑆 and 

𝑀𝑆−𝐾𝐷, and the gap 𝐷𝑆𝑇 between 𝑀𝑆−𝐾𝐷 and 𝑀𝑇.

• Small 𝐷𝑆𝑆 and small 𝐷𝑆𝑇 (×)

• Small 𝐷𝑆𝑆 and large 𝐷𝑆𝑇 ( √ )

• Large 𝐷𝑆𝑆 and large 𝐷𝑆𝑇 (×)

• Large 𝐷𝑆𝑆 and small 𝐷𝑆𝑇 ( √ )

Combining the above four cases, we propose a simple yet effective uncertainty metric 

for image 𝑝:



Method-Diversity

Reverse nearest neighbors(RNNs):

• Given a sample 𝑝, a dataset 𝑆, a distance function 𝑑(), and an integer 𝑘, the 

reverse 𝑘 nearest neighbors of 𝑝 is defined as:

• where 𝑁𝑁𝑘(𝑞) denotes the 𝑘 nearest neighbors of 𝑞.

• Given the unlabeled dataset 𝑆𝑈, the current subset of selected samples 𝑉 ⊂ 𝑆𝑈, 

and an image 𝑝 ∈ 𝑆𝑈, we define the diversity of 𝑝 as the number of its reverse 𝑘
nearest neighbors in 𝑆𝑈:



Method

where 𝛽 is a weighting factor and 𝑏
is the annotation budget (number of 

selected samples).



Experiment

Compared methods:

• Random (Rand).

• Entropy (Ent).

• Ensemble (Ens).

• ACD: This method is designed specifically for object detection. It incorporates the 

spatial information to estimate the entropy.

• LLoss: This method adds a header to the network to estimate the loss of each 

sample. Samples with largest predicted losses are selected.

• BADGE: This method combines an uncertainty metric (gradient norm) and a 

diversity metric (KMeans++) to select samples.
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A new problem scenario

How to distill knowledge from a black-box teacher model in a data-efficient 

manner?

✓ The distilled student network should perform well as the teacher 

model as possible at the inference time.

✓ The number of queries to the black-box teacher model should be 

minimized to save costs.

✓ Using as a small number of examples as possible to save data 

collection efforts.

Mix-up + Active Learning



Method

Mix-Up:

• Given two natural images 𝑥𝑖 and 𝑥𝑗 , mix-up generates multiple synthetic images by 

a convex combination of the two with different coefficients,

• where the coefficient λ ∈ [0, 1]. Note that this notation also includes the original 

unlabeled data 𝑥𝑖 and 𝑥𝑗 when λ = 1 and λ = 0, respectively.



Method

Active Learning:

• Let { ො𝑥𝑖𝑗(𝜆), 𝜆 ∈ [0, 1], 𝑖 ≠ 𝑗} denote the augmented pool of images. Using active 

learning strategies to query the teacher model to obtain the (soft) labels for these 

synthetic images.

• We define the student neural network’s confidence over an input 𝑥 as:

• We define the student network’s confidence over an image pair 𝑥𝑖 and 𝑥𝑗 as the 

following:

• The synthetic ො𝑥𝑖𝑗(𝜆
∗) Image is selected into the query set if the confidence score 

𝐶2(𝑥𝑖 , 𝑥𝑗) is among the lowest 𝑘 ones.



Method



Experiment

Evaluation Metric:

• Classification accuracy

• Success rate: 
• The ratio between the student network’s classification accuracy and the teacher’s 

accuracy.

Compared methods:

• Zero-shot knowledge distillation (ZSKD) ➔ White-box teacher model.

• Few-shot knowledge distillation (FSKD) ➔ White-box / Black-box teacher model.

• Vanilla knowledge distillation ➔ Can access whole dataset, as an upper bound.
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