
Nanjing University of Aeronautics and Astronautics

CVPR
2021



Human-Object Interaction（HOI）
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(a) (b) (c)

(a) There can be many possible objects (green boxes) interacting with a detected person (blue box)

(b) A <human, object, action> triplet was detected. 

(c) Another predicted action (stand) 

<human, knife, cut>

<human, , stand>



Existing methods
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1. sequential HOI detectors(two stage)

time-consuming、computationally expensive

separate neural network 

2. parallel HOI detectors(one stage)



Existing methods
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interaction box

interaction point

Since they can be parallelized with existing object detectors, they feature fast inference 
time. 
However, these works are limited in that they require a hand-crafted postprocessing stage to
associate the localized interactions with object detection results.



Abstract of HOTR
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considering the inherent semantic relationships between the triplets in an end-to-end
manner

<human, object, interaction>

formulate HOI detection as set prediction

parallelly predicts a set of object detection and associates the human and object of the 
interaction, while the self-attention in transformers models the relationships between the 
interactions.



Object Detection with Transformers--DETR
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Object Detection as Set Prediction: the transformer encoder-decoder structure in DETR transforms N positional 
embeddings to a set of N predictions for the object class and bounding box.

Similar to object detection, HOI detection can be defined as a set prediction problem where each prediction 
includes the localization of a human region (i.e., subject of the interaction), an object region (i.e., target of the 
interaction) and multi-label classification of the interaction types.

N queries N predictions N predictions N ground truth



How to modify?

One straightforward extension is to modify the MLP heads of DETR to transform each 
positional embedding to predict a human box, object box, and action classification.

However, this architecture poses a problem where the localization for the same object 
needs to be redundantly predicted with multiple positional embeddings.

➢ HO pointers



Framework
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K K

N N

The architecture features a transformer encoder-decoder structure with a shared encoder
and two parallel decoders(i.e., instance decoder and interaction decoder).  

The results of the two decoders are associated with using  HO Pointers to generate final 
HOI triplets.



HO Pointers
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➢ indices of the instance representations 
with the highest similarity scores：

µj is the j-th instance representation

z1

z2

....

zi



Recomposition for HOI Set Prediction
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µ: N instance representations
z: K interaction representations 

： their HO Pointers

The final HOI prediction by the HOTR is the set of K triplets, .



Training HOTR
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1. Introduce the cost matrix of Hungarian Matching for unique matching 
between the ground-truth HOI triplets and HOI set predictions obtained by 
recomposition. 

2. Using the matching result, defining the loss for HO Pointers and the final 
training loss.



Hungarian Matching for HOI Detection
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Let Y denote the set of ground truth HOI triplets and as the set of K 
predictions. 

a permutation of K elements with the lowest cost:

column.



Final Set Prediction Loss for HOTR
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compute the Hungarian loss for all pairs matched:

where τ is the temperature that controls the smoothness of the loss function.



Experiment
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Dataset: VCOCO Dataset: HICO-DET



Experiment
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Thanks


