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Long-Tailed Distribution

What is the long-tailed distribution?
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Sorted class index

Tail Classes (Most of the categories)

H
e

ad
 C

la
ss

e
s 

(M
o

st
 o

f 
th

e
 d

at
a)

• NLP → Zipf’s Law

• Economics → Pareto Principle

• Computer Vision
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Re-balancing(Re-Sampling/Re-Weighting)

• Re-Sampling: class-balanced sampling

– Over-sampling for the tail categories.

– Under-sampling for the head categories.

Head Categories

Tail Categories

Under-sampling

Over-sampling
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• Drawbacks

– Over-fitting to the tail.

– Under-fitting to the head.

Train
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Re-balancing(Re-Sampling/Re-Weighting)

• Re-Weighting

– Weighting by inverse class frequency.

– Weighting by inverse square root of class frequency. 
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Loss & Backpropagation

• Drawbacks

– Over-fitting to the tail.

– Under-fitting to the head.
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BBN
Bilateral-Branch Network with Cumulative Learning for Long-Tailed Visual Recognition .CVPR2020
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SSL (rotation)
UNSUPERVISED REPRESENTATION LEARNING BY PREDICTING IMAGE ROTATIONS.ICLR 2018
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Knowledge distillation

Soft labels are able to capture the inherent relation between classes

(1, 0, 0, 0) (0.7, 0.1, 0.1, 0.1)



Self Supervision to Distillation 
for Long-Tailed Visual Recognition

ICCV 2021
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Overall Framework
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Phase-I : Feature Learning

The total loss of this stage is illustrated as:
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Phase-{I, II} : Feature Learning

𝛼1and 𝛼2 are hyper-parameters and equal to 1

The total loss of this stage is illustrated as:

ℒ𝑠𝑢𝑝 is Cross-entropy

moco v2(Rotation prediction)
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Phase-III : Self-distillation

Joint training with self-distillation loss:
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Phase-III : Self-distillation

ǁ𝑧 denote the output logits of teacher model

Soft label:

The knowledge distillation loss:

Joint training with self-distillation loss:



Experimental Results

Experiment
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Experiment

CIFAR100-LT iNaturalist 2018



Ablation studies

Ablation studies



17

Ablation studies
Self-supervision guided feature learning:
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Ablation studies

Long-tailed recognition via self-distillation



19

Ablation studies

Study on different self-distillation strategies:

Evaluation on self-supervised task:



Distilling Virtual Examples for Long-tailed 
Recognition

ICCV 2021



Motivation

Teacher: CIFAR-100-LT
• INPUT: Original input images
• CE: Cross entropy without specific tips
• BSCE: a long-tailed recognition method
• FULL: using CIFAR-100
Student: CIFAR-100-LT
• 39.2%
• 43.25%
• 53.71%



𝐾𝐷 ≈ 𝐷𝐿𝐷𝐿(𝝉 = 𝟏)

Suppose a teacher CNN model predicts 𝑡:

The student’s loss function is: 

First term:

Second term:

𝐻(∙) to denote the entropy, define:

𝐿𝐶𝐸 𝑥, 𝑦 = 𝐿𝐾𝐿 𝑥, 𝑦 + 𝐻 𝑥

𝐻 ∙ = −෍

𝑖=1

𝑁

𝑃 𝑥𝑖 ∙ 𝑙𝑜𝑔𝑃(𝑥𝑖)



The virtual example distribution must be flat

Binary classification example (airplane vs automobile):

the head categories will help recognizing examples 
from the tail categories, even if these categories are 
not correlated

We prefer distributions that are flat, specifically, whose average 
number of examples per category in the tail part is slightly 
higher than that in the head part.



Level and distill virtual examples

Total loss function:

𝑡𝜏uses a temperature 𝜏 and possibly followed by a power normalization (𝑝 = 0.5)

𝑠𝜏only uses the temperature 𝜏 and does not apply the power normalization.



Experimental Results

Experiment



Experimental Results

CIFAR-100-LT



Experimental Results

iNaturalist2018ImageNet-LT



Further Analyses



THANKS


