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Outline

• Challenge

➢need high quality input data to perform well, and the performance drops 
significantly on degraded 

➢down sampling is often performed for computational and statistical reasons 

➢ an adaptive framework can also benefit application domains where acquiring high 
resolution data is particularly expensive.

➢how to perform this selection automatically and efficiently



Outline

• Contribution

➢we show that we can use only about 40% of full HR images without 
any significant loss of accuracy——save in the order of 100,000 
dollars.

➢PatchDrop performs well on traditional computer vision benchmarks.

➢ generate hard positive training examples to boost the accuracy of 
CNNs on ImageNet and fMoW by 2-3%. 

• Problem statement and Proposed solution

• Experiments



Background and Motivation



Problem statement

not observed by the agent two step episodic Markov Decision Process

random variables
actions
utilitiesmasked HR image

The first step of the MDP The second step of the MDP

maximizing the expected utility



Proposed Solution

prediction vector

sigmoid function

number of sampled patches

patches



Training

REINFORCE method

reduce the variance

advantage function



Training

Pre-training the Classifier:

Pre-training the Policy Network:

Finetuning the Agent and HR Classifier（Ft-1）:

Finetuning the Agent and HR Classifier（Ft-2）:



Experiment



Experiment

Reward Function

predicted classTrue class

a large value

sample more patches to preserve accuracy

average number of sampled patches



Experiment



Experiment decrease the run-time complexity of local CNNs(BagNet)


