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Goal: query less for more.
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Model
training

Unlabeled 
data

Oracle

selectquery
May not 
available 

due to the 
privacy or 
exorbitant 

price.

A hospital may only have around a hundred 

historical records of pre-surgical CT scans of 

aortic stenosis over the years.



Main Contributions
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• Propose a generative invertible network (GIN) to

generate images with small training data.

• Propose an active sampling method to select 

informative features from the embedded feature space.

• Conduct experiment on a real aortic stenosis dataset to 

demonstrate the superiority.



GIN
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• Further learn a encoder to inversely map the 

images to the latent feature vectors (for AL).

However, the difficulty is that the feature 
𝑓 for the actual image X is unknown
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Active sampling
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• Notations

where is the feature space.

, let where

is the classifier trained with the limited real data

• Entropy definition

• Entropy for synthesis images



Active sampling
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• Select uncertain features

where

• Take the energy distance



Active sampling
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• Incorporate the real images 

• Generate images with 𝑮(𝒇′)

• labeling by an oracle



Overall framework
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Experiments
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• Toy Computer Vision Applications (Fashion and 

MNIST datasets). Visualization of image synthesis

• 400 data is 

available 

for training



Experiments
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• Visualization of image synthesis



Experiments
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• Visualization of active sampling (Fashion dataset)

Note that the labels are obtained 

by the oracle model (using all 

60,000 training data and 

WideResNet architecture)

AL method select data by uncertainty.



Experiments
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• The Classification Accuracy on Fashion and MNIST
Finetune 
pretrained 
ResNet18 
(ImageNet)

Augment 
training data 

with generated 
images

Random 
sampling 

features for 
image synthesis

Query by 
uncertainty

Use real images



Experiments
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• The visualization on aortic stenosis dataset

• 168 CT scan data. 75% for training.



Experiments
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• The Classification Accuracy on aortic stenosis dataset



Conclusion
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• Propose a generative invertible network (GIN) to

generate images with small training data, and map the 

real images to the latent features.

• Propose an active sampling method which considers 

both uncertainty and diversity (by energy distance) to 

select informative features for image generation.

• This paper proposes an active image synthesis method 

to generate informative images.
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