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Motivation

Deep Imitation Learning requires a large number of expert 
demonstrations, which are not always easy to obtain, especially for 
complex tasks. However, data augmentation cannot be easily applied to 
control tasks due to the sequential nature of the problem.

 Imitation Learning
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Method

 Imitation using trajectorial data augmentation
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Method

 Stage1 : Corrected Augmentation for Trajectories (CAT)
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Method

 Stage2 : Data Augmented Generative Imitation (DAugGI)
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Experiments : CAT Evaluation
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Experiments : DAugGI Evaluation
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Augmenting Policy Learning with Routines 
Discovered from a Single Demonstration

AAAI 2021



Motivation

Humans can abstract prior knowledge from very little data and use it to 
boost skill learning.

Discover routines composed of primitive actions from a single 
demonstration and use discovered routines to augment policy learning
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Method

 Routine-Augmented Policy Learning (RAPL)

focus on MDPs with high-dimensional states and discrete actions

routine     : a sequence of 
primitive actions
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Method

 Part 1 : Routine Discovery

Phase 1 : Routine Proposal

Action Sequence

Grammer

Routine Candidates

abcdbcabcd

S->CAC
A->bc

C->aAd

A:bc
C:abcd

Sequitur Algorithm 
[Nevill-Manning and Witten 1997]

Transfer non-terminal symbols to 
routines

Phase 2 : Routine Selection

Routine Candidates

: the occurrence time of one routine    in the 
demonstrated action sequence

: routine length

Compute scores of each routine

Select K best routines

Identifying Hierarchical Structure in Sequences: A linear-time algorithm 11/18



Method

 Part 2 : Routine Policy Learning

RAPL-SQIL : using routines to augment imitation learning

Idea : imitate the expert’s experiences at multiple temporal scales.

: the experience from primitive-level demonstration.
: the demonstration explained by the abstracted routines.
:  the experiences collected via interaction with the environments.

SQIL: Imitation Learning via Regularized Behavioral Cloning 12/18



Method

 Part 2 : Routine Policy Learning

RAPL-A2C : using routines to augment reinforcement learning

Idea : conduct value approximation and policy optimization at multiple 
temporal scales.

: routine-level n-step bootstrap advantage function

: primitive-level n-step boostrap advantage function
Asynchronous Methods for Deep Reinforcement Learning 13/18



Experiments : RAPL-SQIL

: the demonstrated action trajectory
: the action trajectory produced by the trained agent 
: Levenshtein distance
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Experiments : RAPL-A2C

CompILE: Compositional Imitation Learning and Execution
The Option-Critic Architecture
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Experiments : RAPL-A2C
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Experiments : Effectiveness of Routine Discovery

(1) Random Routines (RR):each routine is 
generated randomly;
(2) proposal by Enumeration (PbE):enumerate 

all the possible combinations of primitive 
actions to form routine candidates. 
(3) Random Fetch (RF):random fetch sub-
sequences from the demonstration to form
routines.
(4) Imperfect Demonstration (ID):the expert
is only trained with 1 million steps. 
(5) Repeat (RP):the routines are the 
repetition of most frequently used atomic
actions in the demonstration
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