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• K-mean

1. Randomly initialize k center points

2. Each data point is classified by computing the distance between that 
point and each group center

3. Recompute the group center

4. Repeat 2-3

• Potential Limitations
◦ How to decide k center points (k-mean++)

◦ The curse of dimensionality
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Clustering



• Representation + K-means

◦ Representation learning: 

◦ Clustering: 

• Issue of trivial solutions

◦ Empty clusters: An optimal decision boundary is to assign all of the inputs 
to a single cluster.

◦ Trivial parametrization: If the vast majority of images is assigned to a few 
clusters, the parameters θ will exclusively discriminate between them.
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Deep Clustering



• How to learn the representation 𝚽 ?

For a paired data 𝒙, 𝒙′ , we would like to learn a representation 𝝓 that

◦ emphasizes their common information (the class)

◦ neglects the instance-specific information (pose, …)

• Solution:                                      (mutual information)
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Revisiting Deep Clustering

𝒙 𝒙′

𝑧 = Φ(𝑥)

Instance-specific 
information



• Compute the mutual information

◦ The neural network Φ is terminated by a softmax layer.

• Why degenerate solutions are avoided.
◦ If all samples are assigned to a single cluster, H(z) is not maximized.
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Invariant Information Clustering

(a batch)



• Use generated image pairs, consisting of image 𝑥 and its 
randomly perturbed version.

• Auxiliary overclustering

◦ Add an auxiliary overclustering head to deal with distractor classes

◦ STL-10

➢ 500 training + 800 testing images per class

➢ 100 k unlabeled images (with distractor classes)
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Implementation



• Unsupervised learning analysis
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Experiments



• Unsupervised learning analysis
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Experiments



• Semi-supervised learning analysis
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Experiments



• Semi-supervised learning analysis
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Experiments



• Unsupervised and semi-supervised segmentation
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Experiments



• Unsupervised and semi-supervised segmentation
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Experiments
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