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Introduction
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Model
training

Unlabeled data

Oracle

selectquery

Goal: query less for more.



Main Contributions
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• Propose a method to find the optimal AL algorithm 

• Concrete experiments on deep learning tasks

• Useful insights for both heuristic and optimal AL methods

Convert the data selection problem into the data permutation form, and 

search for the optimal order with Simulated Annealing algorithm and a large 

labeled validation set.

Compare the optimal query strategy and heuristic methods with different 

tasks, networks, stochasticity.

i) AL works well in deep learning. ii) training stochasticity tends to negatively affect 

the AL performance. iii) the optimal method transfers better than heuristics (across 

different networks) iv) representativeness is very important for deep learning.



Data Labeling Order
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• Different query strategies lead to different order

Goal: find a permutation of unlabeled data which leads 

to the highest average performance. 

AL          iter 1 2 3 4 5 6

Uncertainty 36 20 5 98 74 72

MMD 1 19 40 29 22 67

BALD 99 24 65 38 20 93

Coreset 3 41 52 32 83 20



Simulated Annealing
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✓ Introduce an extra validation set

✓ Apply Simulated Annealing Search method

Either swaps two data points 
from two different batches

Or replaces a data point in the 
first K batches with one outside

◼ The space of all labeling orders is prohibitive

◼ The order space is discrete



Experiments
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Experiments
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Effect of Training Stochasticity



Experiments

8

Model Transfer Quality （on IC task）



Experiments
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Model Transfer Quality (number of same data the first 160 data)



Experiments
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Distributional Characteristics （OC task）



Experiments
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Distributional Characteristics （IC task）



Experiments
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Distributional Characteristics （NER task）



Experiments
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Distributional matching regularization

For OC, a K-means algorithm 
identified five clusters in the t-
SNE space, which are used as 
the five bins. For IC and NER, 
sentences are binned by length.



Conclusion
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• Optimal strategy is more transferable than heuristics.

• Optimal strategy  suggests to  matches the data 

distribution 

• Optimal strategy is model-dependent.

• Existing heuristics can be further improved by a 

distributional matching regularization

• This paper proposes a Simulated Annealing Search 

method to obtain the optimal query queue.



THANKS


