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• SSL (pseudo labels) and Confirmation bias
• Without a decent pre-trained model to provide an 

implicit regularization, will be easily misled by 
inaccurate pseudo-labels, especially in large-sized label 
space. 

• SSL need a well pre-trained model

• TL and Model shift
• The fine-tuned model shifts towards the limited labeled 

data and leaves away from the original smooth model 
pre-trained on a large-scale datasets

• Utilizing unlabeled data to alleviate the model shifting

SSL and TL are complementary
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• Both utilize labeled data and unlabeled data

• The fine-tuned model would easily shift towards the limited labeled data with sampling bias and 
leaves away from the original smooth model pre-trained on a large-scale dataset



Confirmation bias: CE & CL loss

• Cross Entropy 
The model trained by CE loss will be easily confused by false pseudo-labels since it focuses on learning a hyperplane for 
discriminating each class from the other classes (CE loss overfitting easily)

• Contrast Loss
While standard CL loss lacks a mechanism to tailor pseudo-labels into model training, leaving the useful discriminative 
information on the shelf. (CL doesn’t take classes into account)



Confirmation bias Solution-PGC

• Different from the standard CL which involves just a positive key in each contrast, PGC introduces 
a group of positive keys in the same pseudo-class to contrast with all negative keys from other  
pseudo-classes. 
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• By utilizing Unlabeled data at the same time 
in a unified form as shown the model shift 
challenge is expected to be alleviated. 

• Shared queue improves the accuracy keys for 
unlabeled queries than that of a separate 
queue for unlabeled data.

• Self-Tuning has a  better starting point to 
provide an implicit regularization than the 
model trained from scratch on the target 
dataset.

Model Shift Solution-Unifying and Sharing
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Experiments (Unsupervised Pretrained Model)



Experiments (Ablation studies)



Experiments (Sensitivity Analysis & Others)


