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Introduction

Sometimes, precisely labeling an example is costly…

Labeling the image requires: • expert knowledge

• time-consuming work

Compared to “which class it belongs”

it is much more easy to see “which class it does not belong”

…

Not dog



Review: Learning from Complementary Label

 Problem Formulation

𝑥 𝑦 ത𝑦

 A basic assumption

? learn a multi-class classifier

 The unbiased estimate:

All 𝑝(𝑥, 𝑦) for 𝑦 ≠ ത𝑦 equally contribute to ҧ𝑝(𝑥, ത𝑦)
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Motivation

Revisiting the example…

Not catNot dog

Labeler A Labeler B

Labelers provide complementary 
labels based on both the 
observation and their experience.

Biasedness

How to capture such biasedness?

= 1/(c-1)



Method

?
Unknown but can 
be estimated

Assumption:

matrix

dog



Method

Learning with DNN

and



Method

Estimate Q

Find some 0



Theoretical Analysis

Optimality of the classifier

Convergence analysis



Experiments



Experiments
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