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Motivation

1. Investigate the role of noise injection in consistency training and 
observe that advanced data augmentation methods, specifically 
those work best in supervised learning.

2. Despite the promising results, data augmentation is mostly regarded 
as the “cherry on the cake”, which provides a steady but limited 
performance boost because these augmentations has so far only 
been applied to a set of labeled examples which is usually of a small 
size.



The UDA Framework



Methods of augment on CV

• AutoAugment

Use a search method to combine all image processing transformations in 
the Python Image Library (PIL) to find a good augmentation strategy.

• RandAugment

Instead of search, but uniformly sample from the same set of 
augmentation transformations in PIL



Methods of augment on NLP

• Back-translation

Translate an existing example 𝑥 in language 𝐴 into another language 𝐵
and then translating it back into 𝐴 to obtain an augmented example ො𝑥

• Word replacing with TF-IDF

Replace uninformative words with low TF-IDF scores while keeping those 
with high TF-IDF values.



Additional Training Techniques

• Confidence-based masking

In each minibatch, the consistency loss term is computed only on 
examples whose highest probability among classification categories is 
greater than a threshold 𝛽.

• Sharpening Predictions

Regularizing the predictions to have low entropy has been shown to be 
beneficial 



• Domain-relevance Data Filtering

Use baseline model trained on the in-domain data to infer the labels of 
data in a large out-of-domain dataset and pick out examples that the 
model is most confident about.



Correlation Between Supervised And Semi-supervised Performances



Algorithm Comparison On Vision Semi-supervised Learning Benchmarks





EVALUATION ON TEXT CLASSIFICATION DATASETS



SCALABILITY TEST ON THE IMAGENET DATASET


