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motivation
• The label of segmentation data set is very easy to make mistakes

• Most of the current solutions for low quality annotations are for 
classification tasks and cannot be applied directly to segmentation 
tasks.



Method
Assumption

• during the training process, the predicted segmentation for the noisy labeled samples 
might have a higher loss compared with well-annotated ones. 



Method

• Add a parallel branch to evaluate the quality score of each sample. 

• Multiply the loss of each sample by corresponding quality score to obtain the final   
loss. 

• Use the final loss to update the network.

Framework



Method
Quality Awareness Module

• Use the VGG based network as the quality awareness module.

• Input QAM a batch of images and labels, the QMA output the quality score of each  
sample.



Method

The drawback of QAM

• On the one hand, the QAM might give the clear sample extremely high score 
(close to 1) and give the noisy sample extremely low score (close to 0), resulting 
in overfitting. 



Method

• On the other hand, the QAM might make mistakes and give the clear sample 
extremely low score and give the noisy sample extremely low score, resulting in 
the network can not correct.

The drawback of QAM



Method
Overfitting Control Module

This will rescale the quality score from (−∞,∞) to (−λ, λ). 



Experiment 

• Dataset: medical image dataset JSRT. 

• Preprocessing: dilation and erosion.

o we randomly selected 0%, 25%, 50% and 75% samples from the training set 
and further randomly eroded or dilated them with 1 ≤ ni ≤ 8 and 5 ≤ ni
≤ 13 pixels. 



Experiment 

Noise percentage: The 
percentage of the data set add 
noise 

Noise level: The range of 
dilation and erosion



Experiment 

• As the number of training rounds increases, the weight of clean-annotated 
samples increases and the weight of noisy-annotated samples decreases.

• As the number of training rounds increases, Variances for clean and noisy-
annotated samples are both going down. 



• Only use one dataset and the size of  dataset is too small. 

• The added noise is relatively simple.

Advantages:

Disadvantages:

• This work is novel for segmentation work. 

• The experiment results are good.
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