
Bounding Uncertainty for Active Batch Selection 

AAAI-2019

Hanmo Wang Runwu Zhou YiDong Shen
State Key Laboratory of Computer Science, Institute of Software, Chinese Academy of Sciences, China 

University of Chinese Academy of Sciences



Introduction

BMAL: allows the learner to query instance in groups, select both representative 
and uncertain samples.

The direct approach: directly combines representativeness with uncertainty to 
form a single objective.

The screening approach: excludes some unlabeled instances about which the 
classifier is certain, and chooses representative samples among the remaining 
instances.



Motivation

The two approaches both have shortcomings in the initial stage of BMAL,when
the labeled data is scarce:

The direct approach: directly utilizes the output, possibly misled.

The screening approach: screens samples beforehand, may accidentally 
remove useful instances. 



LBC(lower-bounded certainty)
lower-bounded certainty (LBC) ：

Combine the representativeness R(S) with LBC score LC(S) and obtain the BMAL framework with LBC: 

R(S):representativeness function
C(S):certainty function

C(xi) =

screening approach:
direct approach:

S ∗ :the global optimizer of screening approach



LBC(lower-bounded certainty)
MMD：selects instances that minimizes the difference in distribution between labeled and unlabeled data: 

The objective function:

The increase of the objective function f(·) after adding index e to set S can be formulated as :

After selecting another index e’ , the increase becomes :

Random Greedy Solver:



LBC(lower-bounded certainty)
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