
Adaptive Region-Based Active Learning



Introduction

◼ARBAL (Adaptive Region-Based Active Learning)

1. Adaptively partitions the input space into a finite number of regions 

2. Subsequently seeks a distinct predictor for each region

⚫ both phases actively requesting labels.

prove theoretical guarantees for both the generalization error and 

the label complexity



Algorithm

IWAL-query

The same hypothesis space 𝐻



SPLIT phase

SPLIT splits a region if and only if the best-in-class error is likely to improve by a strictly 

positive amount



SPLIT phase

𝝈𝑻 = 𝟎. 𝟎𝟏/ 𝑻𝒌



Algorithm

IWAL-query

The same hypothesis space 𝐻



SPLIT phase

◼ ARBAL maintains throughout the split phase the original hypothesis 

space 𝐻

◼ The shrinkage of 𝐻 only takes place during the IWAL phase



IWAL phase
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◼ IWAL (Importance Weighted Active Learning)[1]

Based on the largest possible disagreement among the current set of hypotheses on 

the current input:



Theoretical analysis

◼ with a fixed 𝜸
𝝈𝑻 = 𝟎. 𝟎𝟏/ 𝑻𝒌



Theoretical analysis

◼with a adaptive 𝜸𝒕

𝝈𝑻 = 𝟎. 𝟎𝟏/ 𝑻𝒌

𝝆 = 𝟎. 𝟎𝟏



Experiment

logistic loss function  𝝈𝑻 = 𝟎. 𝟎𝟏/ 𝑻𝒌

The initial hypothesis set 𝐻 consists of 3,000 randomly drawn hyperplanes with bounded 

norms.



Experiment



Theoretical analysis

Define the distance 𝜌(𝑓, 𝑔) between two hypotheses


