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Introduciton:



Introduction:

• 1. propose an approach that leverages unsupervised data to bring the 
source and target distributions closer in a learned joint feature space.

• 2. We accomplish this by inducing a symbiotic relationship between 
the learned embedding and a generative adversarial network.

• 3. by far the only GAN-based method that has been shown to work 
well across different datasets such as OFFICE and DIGITS.





Approach：

1. Given source images as input, D outputs two distributions Ddata and Dcls

D data (x): the probability of the 
input being real；
D cls (x): the class probability
distribution of the input x；
D cls (x)y ：the probability 
assigned by the classifier 
mapping D cls for input x to class 
y

2. G is updated using a combination of adversarial loss and classification loss。



3. F and C are updated。

4. The target embeddings output by F along with the random noise vector z and 
the fake label encoding l are input to G. The generated target images G(Xg) are 
then given as input to D.





Experiments and Results：







In this experiment, we use CAD synthetic dataset and a subset of PASCAL VOC dataset  as our source and target 
sets respectively.





Conclusion：

• We proposed a joint adversarial discriminative approach that 
transfers the information of the target distribution to the learned 
embedding using a generator-discriminator pair.

• address the problem using experiments on three different tasks


