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Co-teaching
• In each mini-batch of data, each network views its small-loss 

instances as the useful knowledge, and teaches such useful 
instances to its peer network for updating the parameters.



MixMatch



MixMatch



MixMatch



Methods



Co-Divide

• “Warm up” the model for a few epochs by training on all data 
using the standard cross-entropy loss

• For each network, fit a two-component GMM to   using the EM 
algorithm.

• For each sample, its clean probability     is the posterior 
probability 

• Divide the training data into a labeled set and an unlabeled set by 
setting a threshold    on

• Feed the data to each other



Co-Divide
-Confidence Penalty for Asymmetric Noise

• The GMM cannot effectively distinguish clean and noisy samples based on 
the loss distribution

• To address this issue, we penalize confident predictions from the network by 
adding a negative entropy term (Pereyra et al., 2017)



MIXMATCH

• Train the two networks one at a time while keeping the other one 
fixed.

• Perform label co-refinement for labeled samples

• Sharpening function on the refined label

• Use the ensemble of predictions from both networks to “co-guess” 
the labels for unlabeled samples



MIXMATCH

• Loss

• To prevent assigning all samples to a single class, we apply the 
regularization term

• The total loss is





CIFAR-10 & CIFAR-100

Table 2: Comparison with state-of-the-art methods 

in test accuracy (%) on CIFAR-10 with 40% 

asymmetric noise. 



Clothing1M & WebVision

Table 3:Comparison with state-of-the-art methods in test accuracy (%) on 

Clothing1M. Results for baselines are copied from original papers.

Table 4: Comparison with state-of-the-art methods 

trained on (mini) WebVision dataset. Numbers

denote top-1 (top-5) accuracy (%) on the 

WebVision validation set and the ImageNet 

ILSVRC12 validation set. Results for baseline 

methods are copied from Chen et al. (2019).
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