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Domain Adaptation

Closed Set DA Partial DA

Open Set DA (Busto et al. 2017) Open Set DA (Saito et al. 2018) 

These settings rely on the rich prior knowledge 
about the relationship between the label sets of source and target domains 
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Universal  Domain Adaptation (UDA)

This setting imposes no prior knowledge on the label sets of source and target domains

 Motivation：the relationship of label sets between the source and target domains is
unknown in the presence of a large domain gap.

 Learning Goal：classify target samples correctly if it belongs any class in source label
set, or mark it as “known” otherwise.

Source Domain Label Set Target Domain Label Set
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Problem Setting

 Source data：

 Source distribution：  Target distribution：

Align distributions of source and target data in the common label set 

 Target data：

 Source label set：  Target label set：

 Source private label set：  Target private label set：
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Challenges of UDA

 Detect unknown class：confidence thresholding

 Category gap： , and are unknown

 Domain gap： and

• Automatically identify the source and target data from , such that
feature alignment can be done in the auto-discovered common label set.

• Domain adaptation should be applied to align distributions of source and 
target data in common label set      .

• The predictions by neural networks are usually overconfident but less 
discriminative due to the underlying domain gap.



6

Universal  Adaptation Network (UAN)

: Feature extractor

: Adversarial domain discriminator

: Non-adversarial domain discriminator

: Label classifier  The training of UAN can be written as a 
minmax game:
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Domain Similarity

 Hypothesize:

 Reasonability:

• For source data              ,  and for target data              , so:

• is closer to       compared with        , so:

• Similarly: 
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Prediction Uncertainty

 Hypothesize:

 Reasonability:

• Predictions are certain for source data and uncertain for target data. 

• Similar samples from        and        can attract each other.
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Transferability Criterion

 A well-established sample-level transferability criterion should satisfy:

 Integrates both the domain similarity and the prediction uncertainty of each sample.
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Test Phase

 Either rejects the target sample      as “unknown” class or classifiers it to one 
of the source classes.
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Experiment Setup

 Compared Methods:

• Convolution neural networks:

• Close-set domain adaptation methods:

• Partial domain adaptation methods:

• Open-set domain adaptation methods:

 Two variants of UAN

 Evaluation Protocols: the average of per-class accuracy for all the             classes.

• : Only use domain similarity as weight

• : Only use prediction uncertainty as weight
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Experiment Result1

 : the first 10 classes

 : the next 5 classes

 : the rest 50 classes
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Experiment Result2
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Experiment Result3
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Experiment Result4

Negative Transfer in UAN
Hypotheses Quality

(blue for common and black for private) 
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