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Introduction

 Structured Prediction 
Instead of predicting a single output, learn models to map inputs to complex outputs 

with internal dependencies, typically requiring a substantial amount of expert-labeled 

data.

 Learning to Search 
Cast structured prediction as a sequence of smaller classification problems.

As a (degenerate) imitation learning task (Dagger[1])

[1]A reduction of imitation learning and structured prediction to no-regret online 
learning. In AI-Stats.



DAgger



Introduction

 Learning to Query for Imitation 
1. LEAQI only asks the expert for a label when it is uncertain. 

2. LEAQI assumes access to a noisy heuristic labeling function (for instance, a rule-

based model, dictionary, or inexpert annotator) that can provide low-quality labels

3. Only querying the expert when it thinks the expert is likely to disagree with this 

label.
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 Learning to Query for Imitation 
1. LEAQI only asks the expert for a label when it is uncertain. 

2. LEAQI assumes access to a noisy heuristic labeling function (for instance, a rule-

based model, dictionary, or inexpert annotator) that can provide low-quality labels

3. Only querying the expert when it thinks the expert is likely to disagree with this 

label.

 A base model

 A difference classifier

predicts disagreements between the expert and the heuristic



Method

 Measuring Policy Certainty（margin-based）

 Sampling Probability[1]

 Difference Classifier

[1]Nicolò Cesa-Bianchi, Claudio Gentile, and Luca Zaniboni. 2006. Worst-case analysis of 
selective sampling for linear classification. JMLR.



Method

 Difference Classifier
The challenge in learning the difference classifier is that it must learn based on one-

sided feedback

 Apple Tasting framework[1]
The goal is to avoid sampling too many bad apples and to avoid missing too many 

good apples.

Minimize Type II errors （以假为真） (it should only very rarely predict“agree”when

the truth is “disagree”). 

 Increasing sample complexity but not harming accuracy

[1]David P. Helmbold, Nicholas Littlestone, and Philip M.Long. 2000. Apple tasting. Information and 
Computation
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 Apple Tasting framework
Random sampling from apples that 

are predicted to not be tasted and 

tasting them anyway

where 𝑚𝑚 is the number of mistakes

𝑡𝑡 is the number of apples tasted so far

𝑆𝑆 is the difference dataset ?



Algorithm



Experiment

1. Does uncertainty-based active learning achieve lower query 

complexity than passive learning in the learning to search settings?

2. Does learning a difference classifier improve query efficiency over 

active learning alone?

3. Does Apple Tasting successfully handle the problem of learning from 

one-sided feedback?

4. Is the approach robust to cases where the noisy heuristic is 

uncorrelated with the expert?

5. Is casting the heuristic as a policy more effective than using its 

output as features?



Experiment

 Baselines（online active learning  a single pass over dataset）
1. DAGGER Passive Dagger  Q1

2. ACTIVE DAGGER  uncertain Q2

3. DAGGER+FEAT Q5

the heuristic policy`s output appended as an input feature

4. ACTIVEDAGGER+FEAT Q5

 Ablations
1. LEAQI+NOAT no apple tasting    Q3

2. LEAQI+NOISYHEUR  Q4

the heuristic returns a label uniformly at random
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改进

Δ𝑦𝑦
𝜙𝜙 x, L,𝑈𝑈, 𝑓𝑓

𝑥𝑥

few shot learning 𝜙𝜙 on New task 

• Context parameters 𝜙𝜙

• Global parameters 𝜃𝜃
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