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Introduction

• Other methods requires aggregating labels from multiple noisy 
contributors with different levels of expertise.

• An EM algorithm for jointly learning the parameters of the 
network and the reliabilities of the annotators.

• Crowdlayer allows us to train network directly from the crowd 
labels, and can internally capture the reliability and biases of 
annotators.



The EM algorithm for crowds

• Dataset 

• The complete-data likelihood



The EM algorithm for crowds

• E-step

• M-step

is updated through the network



The EM algorithm for crowds

• Difficult to generalize it to regression problems
• Rely on the probabilistic interpretation of the softmax output layer

• Difficult to generalize it to sequence labeling problems
• the number of possible label sequences to sum over grows exponentially 

with the length of the sequence.



Crowd Layer

Bottleneck structure for a CNN for classification with 4 classes and R annotators



Crowd Layer

• The activation of the crowd layer for each annotator   

• Adding parameters beyond necessary can make the output of the 
bottleneck layer    lose its interpretability



Experiments
Image classification



Experiments
Image classification



Experiments
Text regression



Experiments
Named entity recognition
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