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Introduction

SGD  Let 𝑔 𝑧, 𝜃 ≔ ∇𝜃𝑙(𝑧; 𝜃).  

𝜃[𝑡+1] ← 𝜃[𝑡] −
𝜂t

|𝑆𝑡|
σ𝑖∈𝑆𝑡

𝑔(𝑧𝑖; 𝜃
𝑡 ),

where 𝑆𝑡 denotes the set of instance indices used in the 𝑡-th step, and 𝜂𝑡 is the learning 

rate.
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Influence Function[ICML2017  Understanding black-box predictions via influence 

functions]



Proposed Method

One epoch SGD-Influence
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K epoch SGD-Influence

Query vector
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