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introduction

How to Learn with sprase delayed reward ?

take “play” : 
rt+1=1,  rt+2=...=rt+99=0, rt+100=-100; 

take “learn” :
rt+1=-1, rt+2=...=rt+99=0, rt+100=100;

(1)

(2) action = {North,South, East, West}
r = +10   reaching the key 
r = +100 moves to the car while carrying the key
r = −2     bumping to the wall  
no reward or punishment for exploring the space
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Hierarchical Reinforcement Learning

Subprolem1 : Learning a meta-policy to choose a subgoal 

Subprolem2 : Exploring the state space while learning subtask through intrinsic 
motivation

Rely on an upper-level policy to decompose the entire task, and then use the 
lower-level policy to gradually execute。

Main Idea : 

Problems :

Subprolem3 : Subgoal discovery
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Meta-controller/Controller Framework



5

intrinsic motivation learning 

Assuming that there is an oracle to give almost good subgoals , at least 
two benifits can get:

(1) exploration of large scale state spaces

(2) enabling the reuse of skills in varied environments
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test
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result
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Reusing Learned Skills
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Subgoal discovery

(1) attending to the states associated with anomalous transition experiences. 
( large rewards、large changes in state features)

(2) clustering experiences based on a similarity measure and collecting the 
set of associated states into a potential subgoal. 

Good Subgoal Assumtions

Methods: 

merges anomaly (outlier) detection with the K-means clustering of experiences. 
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Subgoal discovery Algorithm
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Algorithm
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experiment
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experiment
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Montezuma’s Revenge


