
Learning from noisy labels & Reinforcement Learning



ICLR 2020



Contents

 Introduction

Method

 Experiments



Introduction

 Existing studies can be roughly divided into two main solutions.
⚫ Filter Methods (detect potential noisy labels)

◼ O2U, Co-Teaching, Co-Teaching+, Decoupling, Abstention

⚫ Directly Learning
◼ Robust loss designing 

⚫ Symmetric Loss (ICCV’19), Normalized Loss (ICML’20)

◼ Robust Model
⚫ MLNT (CVPR’19)

◼ Two steps end-to-end approaches 
⚫ 1. detection noise, 
⚫ 2. semi-supervised manner
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MixMatch with Label Co-Refinement and Co-Guessing
⚫ Refine Label

⚫ MixMatch



Method

 The total loss
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Open-set noisy labels [1]

[1] Iterative Learning with Open-set Noisy Labels. (CVPR’18)
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 The loss for training Net-D is the same as that of DivideMix.

 The loss for training Net-S
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An example



Intrinsic Rewards

Motivation
⚫ To motivate agents for exploration before any extrinsic rewards 

are obtained. 
⚫ Efficient exploration under sparse rewards.

 Intrinsic Rewards
⚫ Curiosity-driven (CVPR’17)
⚫ Count-based (NIPS’16)
⚫ State-diff 

◼ Finally, state-diff approaches offer rewards if, for each trajectory, 
representations of consecutive states differ significantly.
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