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GAN

Goal:    generating some date with   training set's  distribution

Input:Training set without label



Supervised  GAN

Input: traning  set with label

Generating some date with  training set's  distribution and 
specifical label——y



Semi-Supervised    GAN

generator

classifier

unlabeled 
data

input：noisy and label  y



Motivation

imbalance between real labeled data and fake data in the 
adversarial learning process

The discriminator tends to memorize the real labeled instances and 
reject unseen types of instances even from the distribution of true 
data
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