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I Knowledge Distillation

O In order to get better performance, we can use
® More complex neural network (over-parameterization)
® Ensemble learning

huge computation cost!

O In real-world tasks, we want
® Small model with low complexity
® Comparable performance



I Knowledge Distillation

input layer

hidden layer 1 hidden layer 2

train

input layer

DR/ NEAEAR AR ANAR -1 NREANANRENR AR/ RNAN
PRAYPIE FHORLERAVARRARQA" SANE; AERARNNHT-0EE0
%8¢ MAMA I REARRN VAR R ANRCRZRANNNTLASHER]
AERERRS 00T 0 HaluNE-ANCHARRULUEDN ANg AN, A
CHARNEANS CaEGRDERERATOuLRN /ARG olnaNGAIA. o
HRARREQUNT W ABTARx =300 NEA (RI73AR01a 1HZER]
HULAReN-HEQY A4RENARE AONE A R-NENAILED- AT
ORCdw R TTRERM A HAHR N0 REAVEATARACHANEA RN
(HPRGHRERL CHER)  dORHE- WACRR ' REQURAREAR
R 90 o TR W ANGA" PRGRNGTI MR ANGR: SRa
HROASHARCER 3on ) HOHAS 0" NEDAEAR: ARANIELIAE
ANESRAR O LAY AN N NARAT ANNE AN ARARG) Eahva}
PETY T L EOL Pl T TV ke T
11 o 1ol TR T T P [
AaEEAe ARAHSHRMANTAN /¥ auSHRG ANRAE. ENIOD
WEARL kOO GARCSARNASE INF IRNANNGRAGEYPE/ARY
L s F PR R L PR

A
SO
’r’;‘«?«{

o‘o}c

<éii‘,_<.,
" 3 /
' . output layer

hidden layer 1 hidden layer 2

4
O
;

)



I Knowledge Distillation

O How to distillation? [1]
® A transfer set
® Minimize the cross-entropy of the distribution produced by two models

min — p * log(q)

O Why is it called distillation?
_exp(z/T)

q; = T - 0,q; — one hot

l Zj exp(zj/T) T — o0,q; = softer

® T is a temperature that is normally set to 1. Using a higher value for T produces a
softer probability distribution over classes.

® When the temperature T is increased, knowledge is transferred to the distilled
model. After it has been trained, it uses a temperature of 1.

[1] Distilling the Knowledge in a Neural Network. (NIPS’15)



I Adversarial Samples
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I Adversarial Samples

Xadv = X T € Sign(VxLCE(f(x): Y))

ma E L x"),
||X'—xf|(SE (x,y)~2)[ (f@( )y)]

Adversarial attack



I Method
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Figure 1: The concept of knowledge distillation using samples close to the decision boundary. The dots in the figure represent

the training sample and the circle around a dot represents the distance to the nearest decision boundary. The samples close to
the decision boundary enable more accurate knowledge transfer.

The generalization performance of a classifier highly depends on how well the classifier learns the
true decision boundary between the actual class distributions

The key idea is about using adversarial samples near a decision boundary to transfer the
knowledge related with the boundary.



I Method

O I'terative Scheme to find a BBS.
® BBS: boundary supporting samples.

O Knowledge distillation using BBS



I Method

O I'terative Scheme to find a BBS.

® The classifier f can produce classification scores for all classes, f,(x) and fi (x)
denote the classification score for the base class and target class, respectively.

® The adversarial attack is to decrease f;,(x) while increasing f; (x).

® The loss function for adversarial attack

Ly(x) = fp(x) — fr(x)

This loss becomes zero at a point on the decision
boundary, positive at a point within the base class, and

negative at an adversarial point within the target class.
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Figure 2: Iterative scheme to find BSSs for a base sample



I Method

o . J(a,b) = —a’loghb
O Knowledge distillation using BBS

L(n)=Lys(n)+algp(n)+p Zpﬁ[lgg(n, k).

Leis(n) = J(y, " 0 (fs(zn)));




I Experiments

Table 1: Comparison on CIFAR-10 dataset

.. Hinton FITNET (2015) AT (2016) FSP (2017) FSP (2017)

Student Original (2015) +Hinton +Hinton +Hinton Proposed +Proposed
ResNet 8  86.02% 86.66% 86.73% 86.86% 87.07% 87.32% 87.52%
ResNet 14  89.11%  89.75% 89.72% 89.84% 89.92% 90.34% 90.13%
ResNet 20 90.16%  90.77% 90.46% 90.81% 90.27% 91.23% 90.19%

Table 2: Comparison on ImageNet 3232

Oricinal Hinton FITNET (2015) AT (2016) FSP (2017) p d FSP (2017)

ngind (2015) +Hinton +Hinton +Hinton TOpose +Proposed
Topl acc 31.94% 32.43% 32.60% 32.61% 32.66% 32.69% 32.72%
Top5Sacc 5621% 56.99% 57.02% 57.14% 57.14% 57.17% 57.27%

Table 3: Comparison on TinyImageNet

Orisinal Hinton FITNET (2015) AT (2016) FSP (2017) p d FSP (2017)

figina (2015) +Hinton +Hinton +Hinton Topose +Proposed
Topl acc 50.68% 52.35% 53.52% 52.74% 53.43% 52.99% 53.86%
TopSacc 76.14% 77.67% 78.10% 77.82% 78.15% 78.38% 78.49%




Experiments

Table 4: Comparison of knowledge distillation using various types of adversarial samples.
Baseline Randomnoise L2 minimize FGSM (2015) DeepFool (2016) Proposed

Accuracy  86.66% 86.73% 86.94% 87.06% 86.95% 87.32%
MagSim AngSim MagSim AngSim
0.75 0.6938 0.7038 0.215 0.8 0763 0.26 02518
0.7 0305 02021 ) 0.7478 ‘
0.65 - 0.75 0.24 0273
0.6 0195 01839 0.1827 0 02131 =
055 052 0.185 07 0.657 =
0.5 0.175 (.65 02
Original Hinton Proposed Original Hinton Proposed Original Hinton Proposed Original Hinton Proposed
ResNet8 — CIFAR 10 ResNetl4 — CIFAR 10

Figure 3: Evaluation of proposed method for decision boundary similarities (MagSim, AngSim).
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Figure 4: Generalization of the classifier. The smaller the
number of training samples are, the larger improvement the
proposed method shows.
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I Method
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Figure 1: The concept of the proposed knowledge transfer method. The proposed method concentrates on the activation of
neurons, not the magnitude of neuron responses. This concentration enables more precise transfer of the activation boundaries.

The second approach is to transfer the neuron responses for initializing the student network
before the classification training. (network initialization method)



I Method

O An existing method of neuron response transfer.
2
L) = |lo(T(I)) —a(SU))]]5
RelLU o(x) = max(0,x)

® The part from the input image to a hidden layer is defined as function T, and a
part of the student network is defined as function S.

O The proposed method. .
L, itz >0
L) = [p(T(D) - oS, P =15 e

® The activation boundaries play an important role in forming the decision
boundaries for classification-friendly partitioning of the feature space in each
hidden layer.

® p(x) expresses whether a neuron is activated or not.
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