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Knowledge Distillation

 In order to get better performance, we can use
⚫ More complex neural network (over-parameterization)
⚫ Ensemble learning

huge computation cost!

 In real-world tasks, we want
⚫ Small model with low complexity
⚫ Comparable performance
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Knowledge Distillation

 How to distillation? [1] 
⚫ A transfer set
⚫ Minimize the cross-entropy of the distribution produced by two models

𝑚𝑖𝑛 − 𝑝 ∗ log(𝑞)

Why is it called distillation?

𝑞𝑖 =
exp(𝑧𝑖/𝑇)

σ𝑗 exp(𝑧𝑗/𝑇)

⚫ 𝑇 is a temperature that is normally set to 1. Using a higher value for 𝑇 produces a 
softer probability distribution over classes.

⚫ When the temperature 𝑇 is increased, knowledge is transferred to the distilled 
model. After it has been trained, it uses a temperature of 1.

[1] Distilling the Knowledge in a Neural Network. (NIPS’15)

𝑇 → 0, 𝑞𝑖 → 𝑜𝑛𝑒 ℎ𝑜𝑡
𝑇 → ∞, 𝑞𝑖 → 𝑠𝑜𝑓𝑡𝑒𝑟



Adversarial Samples

𝑥 + 𝜖 sign 𝛻𝑥ℒ𝖢𝖤 𝑓 𝑥 , 𝑦 = 𝑥𝑎𝑑𝑣

max
∥𝑥′−𝑥∥≤𝜖

𝔼
(𝑥,𝑦)∼𝒟

[ℒ(𝑓𝜃(𝑥
′), 𝑦)]



Adversarial Samples
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Method

• The generalization performance of a classifier highly depends on how well the classifier learns the 
true decision boundary between the actual class distributions

• The key idea is about using adversarial samples near a decision boundary to transfer the 
knowledge related with the boundary.



Method

 Iterative Scheme to find a BBS.
⚫ BBS: boundary supporting samples.

 Knowledge distillation using BBS



Method

 Iterative Scheme to find a BBS.
⚫ The classifier 𝑓 can produce classification scores for all classes, 𝑓𝑏(𝑥) and 𝑓𝑘(𝑥)

denote the classification score for the base class and target class, respectively.

⚫ The adversarial attack is to decrease 𝑓𝑏 𝑥 while increasing 𝑓𝑘 𝑥 .

⚫ The loss function for adversarial attack

ℒk x = 𝑓𝑏 𝑥 − 𝑓𝑘 𝑥

This loss becomes zero at a point on the decision 
boundary, positive at a point within the base class, and 
negative at an adversarial point within the target class.
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 Knowledge distillation using BBS
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Method

The second approach is to transfer the neuron responses for initializing the student network 
before the classification training. (network initialization method)



Method

 An existing method of neuron response transfer.

⚫ The part from the input image to a hidden layer is defined as function 𝑇, and a 
part of the student network is defined as function 𝑆.

 The proposed method.

⚫ The activation boundaries play an important role in forming the decision 
boundaries for classification-friendly partitioning of the feature space in each 
hidden layer.

⚫ 𝜌(𝑥) expresses whether a neuron is activated or not.
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