
Self-Paced Robust Learning for Leveraging 
Clean Labels in Noisy Data

AAAI 2020



Motivation

1. Real-world datasets contain erroneously labeled data samples.
2. Well-labeled data is usually expensive.

 Phenomena

 Problem

How to train a robust model by using large-scale noisy data in 
conjunction with a small set of clean data ?
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Problem Formulation

 Split the samples

1. Clean Set ( a small set of well-labeled samples with little data 
corruption ) :

2. Noisy Set ( a weakly labeled dataset ) :

 Goal

the uncorrupted data samples in 

 Challenges

1.       in      is unknown. Can't simply ignore      , because          . 
2.      can be extremely noisy.
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SPRL Algorithm

Objective Function

the total loss of 

the total loss of 

Control the difference between the estimated 
model and the model trained in the clean set only.
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SPRL Algorithm

 fix 

closed-form solution:

 fix 

Control the size of 
training set.
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Convergence Analysis

 Assumption 1 ( Lower Bound )

E.g. least-squares loss、hinge loss:

 Theorem 1 

 Lemma 1
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Convergence Analysis

Proof Lemma 1 :

∵
∴

inequality     :

inequality     :

∵

∴

∵ when we have

when we have

∴
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Convergence Analysis

∵

Proof Theorem 1 :

(1)     is monotonically decreased.

inequality     : ∵    increases monotonically. ∴

∵ Line 7 in Algorithm 1

∴

∴

∵ Line 5 in Algorithm 1
∴

(2)        is monotonically decreased and it has a lower bound.
∴
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Experiments: Regression
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Experiments: Regression
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Experiments: Binary Classification
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Experiments: Binary Classification
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