
Provably Consistent Partial-Label Learning

NeurIPS 2020



Ordinary Supervised Learning
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Input space:
represented by a single instance (feature 
vector) characterizing its properties

Target space:
associated with a single label characterizing 
its semantics  



Basic Assumption: Strong Supervision

Successful Learning needs: supervised information + regularities

 Sufficient labeling

abundant labeled training data are available

 Explicit labeling

object labeling is unique and unambiguous

Strong Supervision Assumption

 Accurate labeling

object labeling is accurate 

However, supervision is usually weak in practice 
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Partial Label Learning (PLL)

柯基 柴犬 哈士奇

Crowdsourcing

 Each object is associated with

multiple candidate labels 

 Only one candidate label is the 

unknown ground-truth label 

Y={柯基，柴犬，哈士奇}



Partial Label Learning: Review

PLL Methods

 Identification-based disambiguation: treat the ground-truth label 

as latent variable identified via iterative refining procedure 

 Averaging-based disambiguation: treat all candidate labels in an 

equal manner and make final prediction by averaging

 Transformation strategy:  binary decomposition, dictionary 

learning, graph matching, regression

However, previous works never consider the 

generation process of the candidate sets

EM



Notations

Learning with ordinary labels 

Learning with partial labels 



PLL: Data Generation Model

Partially labeled data distribution
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Preliminaries: Importance Reweighting

source domain target domain

How to use data 
from source domain?

learn 
model

reweighted samples:

minimize



Risk-Consistent Method
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Risk-Consistent Method

Risk:  

Empirical Risk:  

M step: update parameters of the model
E step: estimate the label distribution



Classifier-Consistent Method

Transition matrix Q  We want to know:



Experiments
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