
AUGMIX:A Simple Data Processing Method to Improve            
Robustness And Uncertainty

ICLR 2020



Background

Data shift

Training data Testing data

corruptions

➢ Models do not robustly generalize across shifts in the data distribution.



Motivation

Problem: previous methods never consider the robustness of the model

Data augmentation: Improver the accuracy of the model

➢ Mixup Codes of Mixup

➢ CutMix

….



Method
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Propose a data proposing method to improve robustness and accuracy 
of the model
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Since the semantic content of an image is approximately preserved with 
AUGMIX, we should like the model to embed xorig, xaugmix1, xaugmix2  similarly. 

Loss function:

Jensen-Shannon Divergence Consistency Loss

Method



Experiment

Datasets:
training data: 
CIFAR-10, CIFAR-100, 
ImageNet

testing data:
CIFAR-10-C, CIFAR-100-C, 
ImageNet-C
(15 noise, blur, weather, and 
digital 
corruption types )                    

CIFAR-10-P, CIFAR-100-P, 
ImageNet-P
(having perturbation 
sequences generated from 
each validation image)

ImageNet perturbation



Calibration Metrics

In order to assess a model’s  uncertainty estimates, we measure its miscalibration: 

Due to the finite size of empirical test sets, the RMS Calibration Error must be partitioning all n 
test set examples into b contiguous bins {B1, B2, . . . , Bb} ordered by prediction confidence. In 
this work we use bins which contain 100 predictions, so that we adaptively partition confidence 
scores on the interval [0, 1] 

RMS Calibration Error: squared difference between the accuracy at a given confidence level and 
actual the confidence level.
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