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DNN  Learning:

features label
W

GNN Learning:

features,A label
W

adjacent matrix 



A    is   missing   or    incomplete

KNN:efficacy of the resulting models hinges on the 
choice of k



Bilevel programs:

a set of variables occurring in the objective function are 
constrained to be an optimal solution of another optimization 
problem



replacing the minimization of L with the repeated application of an 
iterative optimization dynamics Φ such as (stochastic) gradient 
descent

hypergradient



The original loss function of GCN is

W





Moreover, it contains both continuous and discrete-valued variables, which 
prevents us from directly applying

we propose to model each edge with a Bernoulli random variable







Expriments






