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Introduction

The class distributions of real-world classification datasets are usually imbalanced because many 
applications, such as network intrusion  detection,  tumor  classification,  financial  risk identification, etc.



Two difficulties that we may face are：

imbalanced class distributions selecting proper training samples

Imbalanced learning active learning



Class imbalance problem

data-resampling

algorithm-level methods

( oversampling、undersampling…)

( the cost-sensitive learning algorithms)



SMOTE算法

(Synthetic Minority Oversampling Technique)

★ randomly select a minority point and find its kNN point in the minority. Then randomly mark a 
point from kNN.

★ Randomly select a point on the line between a and b as the newly synthesized minority sample



Contributions:
A novel cost-sensitive active learning framework that combines uncertainty and diversity

measures for sample selection is proposed for imbalanced learning.

A novel algorithm that measures the diversity of examples is proposed, where the K-means 
clustering is firstly used to scatter examples.

A set of experiments are conducted on several class-imbalanced datasets to confirm the 
advantages of the proposed method over some state-of-the-art methods.



1、Uncertainty Measure

Smaller distance means that the prediction result on is more uncertain.

(the model function)



2、Diversity Measure

k center points     ( Cj )
k-means

(3) choose samples in whose distance is far from all center points to make our selected samples diverse. 

(1)

(2)







Experiments:  Dataset



Experiments:  Evaluation Metrics



Experiments:  Results

dataset Yeast1 Vehicle2 Segment0
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