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motivation
There is no completely clean data set

• Multi-label image

• Ontological problem

• label error

High-quality annotated data is expensive and time consuming

• As a result, most of the deep models applied in industry have to be trained based on data with a large 
amount of noise



Ideas

O2U was inspired by the training process of the model: the model gradually 
transitioned from underfitting to overfitting.

• In the early stage of training, the model tends to learn simple samples first. After such simple 

samples are learned, loss will have a rapid decline and the network will converge quickly.

• In the later stages of training, the model learns difficult samples slowly.

According to loss, we can roughly distinguish between clean samples and nois

samples

• There is a large loss gap between clean samples and noise samples in the early stage of training, and 

the gap between clean samples and noise samples in the late stage of training will not be so large 

again.

• If we can count the loss value of each sample in each period, and count its mean value and variance, we 
can find out the noise label to some extent according to the loss value.



Ideas

Problem: When is the noisy sample fitted by the model ?

• Once the noise sample starts fitting then the loss will go down very quickly

• It is not easy for us to determine when the noise sample starts to fit . 

• If we directly count the loss of each sample, the statistical result will be not so reliable.



Ideas

Solution: Make model switch between under fitting and over fitting .

• At the beginning of training, a large learning rate is set. 

• The learning rate linearly decreases during training .

• The loss of clean samples decreases rapidly, and the noise 
samples gradually decrease in the later stage. The model 
is slowly overfitting.

• Then reset to the original learning rate. 

• Jump the model from over fitting to under fitting. 

• The loss of Both clean samples and noise samples will 
increase, but loss of clean samples will rapidly decrease, 
while loss of noisy samples will slowly decrease.



Algorithm

Step1 Pre-training:

Constant learning rate and large Batch size are used to train on the full data set.



Generator
Step 2: Cyclical Training

r1: maximum learning rate
r2: minimum learning rate
C: The total number of epochs in Cyclical Training.
t：The tth epoch in the cyclical training.
r(t) : The learning rate at t



illustration 

To illustrate the cyclical training is more conducive to the separation of noise and 
clean samples in the dataset.



Discriminator

Step 3: training on clean data



Experiment
Datasets

• CIFAR-10

• CIFAR-100

• Mini-ImageNet

• Clothing1M

Noisy label

• Random Noise:
Each sample in the training set is independently assigned to a uniform random label other than its true.

• Pair Noise:
The samples in a class can only be mislabeled to the same one of the other classes.



Experiment

Baselines
• Direct Training
The image classifier is directly trained on the original dataset with noisy labels.

• Training with Bootstrapping
This work proposes a consistency objective in which the current prediction of the model is used to resist the 
impact of noisy labels.

• Co-teaching
This work proposes that simultaneously train networks. Each network guides the other one to select the clean 
samples in training.

• CurriculumNet
This work proposes a density based clustering algorithm to model sample difficulty in curriculum learning.

• MentorNet
This work leverages curriculum learning to model the difficulty of training samples.



Experiment

Experiment Settings

This work  compares O2U-net to the baselines on two aspects:

• Noisy Label Detection:

The work compares the precision that computed through the number of truly detected noisy labels over the 
total number of detected noisy labels.

• Image Classification：
The work  compares the accuracy of the final image classifier.
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