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AL Query Strategy as a Sequential Decision Process

 A pool-based AL problem is a Markov decision process (MDP)
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the selection of a query datapoint.

Learn the Optimal Query Policy
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Introduction

The success of the transferred AL strategy highly depends on the 
relatedness of the source and target AL problems.
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Method

Learn the AL policy directly on the target domain of interest by using 
wake and dream cycles.

④

①
②

③

⑤

4/17



Method
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Algorithm
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Algorithm
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Algorithm

DAGGER: A Reduction of Imitation Learning and Structured PredictionALIL: to No-Regret Online Learning
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Experiments:Text Classification

 The state representation

(i)
the candidate document represented by a CNN;

(ii)
the distribution over the document’s class labels;

(iii)
the sum of all document vector representations in the labelled set;

(iV)
the sum of all document vectors in the sample unlabelled pool;

(V)the empirical distribution of class labels in the labelled dataset.

 Datasets
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Experiments:Text Classification

PAL: Learning how to Active Learn:A Deep Reinforcement Learning Approach
ALIL: Learning How to Actively Learn: A Deep Imitation Learning Approach
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Experiments:Text Classification
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Experiments:Named Entity Recognition

 The state representation
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Experiments:Named Entity Recognition
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Experiments:Biomedical Named Entity Recognition
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Experiments:Sensitivity analysis
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Experiments:Candidate selection strategy
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Thanks


